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PREFACE

Measurement uncertaintys t he doubt that exi sBvewy about a me
measurementeven the most carefulalwayshas a margin of doubE&valuating the uncertainty
in the measurement process determines the figo

This Handbook provides t&ofor estimating the quality of measurements. Measurement
uncertainty is an estimation of the potential error in a measurement result that is caused by
variability in the equipment, the processes, the environment, and other sources. Every element
within a measurement process contributes errors to the measurement result, including
characteristics of the item being tested. Evaluation of the measurement uncertainty characterizes
what is reasonable to believe about a measurement result based on knowikdge of

measurement procesH.is through this process that credible data can be provided to those
responsible for making decisions based on the measurements.

In this context, it becomes apparent the more critical the application, the greater the need for
measurement quality assuranddeasurement uncertainiypalysiscan be used to mitigate risks
associated with noncompliance of specifications and/or requirenvbidl are validated

through measuremenAlthough the tools are availableften the overall ncertainty

encountered during the measurement process is not assessed, controlled, or even fully
understood.The principles and methods recommended inHlaisdbookmay be used as the
fundamental building blocks for a quality measurement program. Fisrfotmndation, good
measurement data can support better decisions.

Ensuring reliable and accurgieoducts andervices justifies a measurement assurance program
as a cost benefitproviding the assurance of safety through measurement quality makes it
imperative.

A lack of standardization for quantified measurement uncertainty estimation often causes
disagreements and confusion in trade, scientific findings, and legal issues. The principles and
methods contained in thisandbook ardased, and in somesitances, expand ohe

International Organgtion for Standardization (IS@uide to the Expression of Uncertainty in
MeasurementGUM), the international standardized approach to estimating uncertainty.
ANSI/NCSL Z540.21997 (R2007)U.S.Guide to the Expression of Uncertainty in
MeasurementU.S. Guide), is the U.S. adoption of the ISO GUM. #iddal guidance on
estimatingmeasurement uncertaing/availablen manyengineeringlisciplinespecific

voluntary consensus standards and dormgntary documentsHowever, for consistent results, it

is imperativethat the quantification of measurement uncertainty be bastted8§O GUM.
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EXECUTIVE SUMMARY

Measurements are an important aspect of decision making, communicating technical
information, establishing scientific facts, monitoring manufacturing processes and maintaining
human and environmental headthd safety.Consequently, industries and governments spend
billions of dollars annually to acquire, install and maintain measurement and test equipment
(MTE).

The more critical the application, the greater the need for measurement quality asSufHEBce.
accuracy is a key aspect of measurement quality. However, the overall uncertainty encountered
during the measurement process is not often assessed and controlled.

The assessment and control of measurement uncertainty presupposes the abilitgpo deve
reliable uncertainty estimates. This document provides-depth coverage of key aspects of
measurement uncertainty analysis and detailed procedures needed for developing such estimates.

Chapter 1 presents the purpose and scope of this document and discusses principal differences
bet ween fAclassical 0 engineering methods and
international consensus for the expression of uncertainty in measurement.

Chapters 2 and 3 provide foundational concepts and methods for estimating measurement
uncertainty. Key concepts and methods are summarized below. Chapter 4 discusses how
manufacturer specifications are obtained, interpreted and applied in uncedtimgtien.

Chapters 5 through 7 present procedures for implementing key concepts and methods, using
detailed direct measurement, multivariate measurement and measusgatem examples.
Chapter 8 provides guidance and illustrative examples for estgrthe uncertainty in the
measurement result obtained from four common calibration scen@hapter 9 presents an
advanced topic for estimating uncertainty growth over time.

AppendixA provides definitions for terms employed throughout this docum@ifite terms and
definitions are designed to be understood across a broad technology base. Where appropriate,
terms and definitions have been taken from internationally recognized standards and guidelines.

Appendices B through D provide-tepth developmerof concepts and methods described in
Chapters 2 and 3Appendix E provides an advance topic on applying Bayesian analysis to
estimate uniundertest (UUT) and MTE attribute biases andaherance probabilities during
calibration. AppendcesF throughl provideadditional analysis examde

Key Uncertainty Analysis Concepts and Methods
Measurement Error and Uncertainty

A measurement is a process whereby the value of a quantity is estimated. All measurements are
accompanied by error. Our lack of kmledge about the sign and magnitude of measurement

error is called measurement uncertainty. Measurement errors are random variables that follow
probability distributios. A measurement uncertainty estimate is the characterization of what we
know statisttally about the measurement error. Therefore, a measurement result is only
complete when accompanied by a statement of the uncertainty in that estimate.
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Uncertainty Analysis

Uncertainty is calculated to support decisions based on measurefieatsfoe, uncertainty

estimates should realistically reflect the measurement protessis regard, the person tasked

with conducting an uncertainty analysis must be knowledgeable about the measurement process
under investigation.

To facilitate this endeavpthe measurement process should be described in writing. Such
documentation should clearly specify the measurement equipment usedyito@mental
conditions during measurement, and the procedure used to obtain the measurement.

The general uncertay analysis procedure consists of the following steps:

Define the Measurement Process

Identify the Error Sources and Distributions
Estimate Uncertainties

Combine Uncertainties

Report the Analysis Results

a s L E

The first step in any uncertainty analysis is to identify the physical quantity whose value is
estimated via measurement. This quantity, som
directly measured value or indirectly determined through the measuotef other variabledt

is also important to describe the test setup, environmental conditions, technical information about

the instruments, reference standards, or other equipment used and the procedure for obtaining the
measurement(s). This measuaent process information is used to idenfibtential sources of

error.

Measurement process errors are the basic elements of uncertainty analysis. Once these
fundamental error sources have been identified, then the appropriate distributions aretselected
characterize the statistical nature of the measurement errors.

With a basic understanding of error distributions and their statistics, we can estimate
uncertainties. The spread in an error distri
deviation, which is the square root of the distribution variance. Measurement uncertainty is

equal to the standard deviation of the error distribution. There are two approaches to estimating
measurement uncertainty. Type A estimates involve data samplranalysis. Type B

estimates use technical knowledge or recollected experience of measurement processes.

Becauseuncertainty is equal to the square root of the distribution variance, uncertainties from
different error sources can be combined by applyinrge A v ar i ancW¥ariemeedi ti on r
addition provides a method for correctly combining uncertainties that accounts for correlations
between error sources. When uncertainties are combined, it is also important to estimate the
degrees of freedom foreéltombineduncertainty. Generally speakindggrees of freedom

signify the amounbf information or knowledge that went into an uncertainty estimate.

Reporting Uncertainty

When reporting the results of an uncertainty analysis, the following infornsttmrd be
included:

XXI



1. The estimated value of the quantity of interest and its combined uncertainty and
degrees of freedom.

2. The mathematical relationship between the quantity of interest and the measured
components (applies to multivariate measurements).

3. The value of each measurement component and its combined uncertainty and
degrees of freedom.

4. A list of the measurement process uncertainties and associated degrees of freedom
for each component, along with a description of how they were estimated.

5. A list of applicable correlation coefficients, including any crosgelations
between component uncertainties.

It is also a good practice to provide a brief description of the measurement process, including the
procedures and instrumentation used, and additdtatal tables and plots that help clarify the
analysis results.
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CHAPTER 1: INTRODUCTION

Concepts and methods presented in this document are consistent with those found in the
InternationalOrganizatiorfor Standardization (ISQ}uide to the Expression of Uncertainty in
Measuremen{GUM).!

Uncertainty is calculated to support decisibased on measuremeniBherefore uncertainty

estimates should realistically reflect the measurement protessis regard, the person tasked

with conducting an uncertainty analysis must be knowledgeable about the measurement process
under investigatin.

Note: In this document, the terms standard uncertainty and uncertainty are used
interchangeably.

To facilitate this endeavor, the measurement process should be described in Whishgrite-
up should clearly specify the measurement equipmesd,ubeenvironmental conditions during
measurement, and the procedure used to obtain the measurement.

1.1  Purpose

While the GUM provides general rules for analyzing and communicating measurement
uncertainty, it does not provide detailed procedurendiructions for evaluating specific
measurement processen addition, new methods have been developed over the past several
years that enhance the methodology of the GUM.

This document provides a recommended pratiiaeclearly explains kegoncepts and
principles forestimating and reporting measurement uncertaifitys document also includes
advanced methodsthetx t end t he GUM6s gui dance on esti mat

1.2  Scope

The analysis methods outlined in this documentidiewa comprehensive approach to estimating
measurement uncertainty. Basic guidelines are presented for estimating the uncertainty in the
value of a quantity for the following measurement alternatives:

1 Direct Measurementis The value of a quantity is oliteed directly by
measuremerdand not determined indirectly by computing its value from the
values of other variables or quantities.

1 Multivariate MeasuremenisThe value othe quantityis based on measurements
of more than one attribute or quantity.

1 Measuement Systems The value of a quantitiy measuredvith a system
comprised of component modules arranged in series.

The structured, stepy-step uncertainty analysis procedures described herein address the
important aspects of identifying measuremaatcess errors and using appropriate error models
and error distributionsAdvanced topics cover estimating degrees of freedom for Type B

1 Throughout this document, the term GUM refers to (&B@de to the Expression of Uncertainty in Measureraent
ANSI/NCSL 75402-1997, the U.SGuide to the Expressiarf Uncertainty in Measurement

2 See section 1.4 of the GUM.



uncertaintiesuncertainty analysis for alternative calibration scenaunsertainty growth over
time and Bayesiaanalysis.

Examplescontained in the main body of this document proddwiled stefby-step analysis
procedureshatre-enforce important principles and methodsialysis examples included the
appendtesaddress realvorld measurement scenarios dotlow a standardized format to
clearly convey the necessary information and concepts used in each analysis.

1.3 Background

The GUM was developed to provide an international consensus for the expression of uncertainty
in measurementsThis entailed the deelopment of an unambiguous definition of measurement
uncertainty and the application of rigorous mathematical methods for uncertainty estimation.

Over the past twenty years or so, various uncertainty analysis standards, guides and books have
been publishd by engineering organizations. Examples of uncertainty analysis standards and
other published material commonly used in the U.S. engineering community are listed below.

T Test UncertaintyASME PTC 19.11998 (reaffirmed 2004).

T Measurement Uncertaintpif Fluid Flow in Closed ConduifANSI/ASME
MFC-2M-1983 (reaffirmed 2001).

1 Assessment of Wind Tunnel Data UncertaiAhpA Standard S071-1995.

1 Dieck, R.H.:Measurement Uncertainty Methods and Applicati@fsEdition,
ISA 2002.

1 Coleman, H. W. and Steeld/. G.:Experimentation and Uncertainty Analysis for
Engineers 2" Edition, John Wiley & Sons, 1999.

Although many of these uncertainty analysis references have been updated or reaffirmed in
recent years, the methods they espouse are distinctly diffesenthose presented in the GUM.
Consequently, confusion persists in the reporting and comparison of uncertainty estimates across
technical organizations and disciplines.

The methods and concepts presented in this document follow the GUM and arerbteed
properties of measurement error and the statistical nature of measurement uncertainty.
Publications consistent with the GUM are listed in the references section of this document.

Key differences are summarizedTable 11 to illustrate how the methods and concepts

presented in this documisupplant pr&sUM techniques.The methods and concepts presented

in this document are intended to provide necessary clarification about the topics introduced thus
far, as well as otharcertainty analysis issues.

1.4  Application

Theestablished best practicgsoceduresind illustrative examples contained in this document
provideacomprehensive swurcefor all technicalpersonnel responsible festimaing and
reporting measureme uncertainty.



Table 1-1. Comparison of PreGUM and GUM Methodologies

Topic

Pre-GUM

GUM

Measurement
Error

Measurement errors are categorized as either random or
systematié. In this context, random error is defined as the
portion of the total measurement error that vandleshort
termwhen themeasuremeris repeated Systematic error is
defined as the portion of the total measurement error that
remains constant in rept measurements of a quantity.

The GUM refers only to errors that can occur in a given
measurement process and does not differentiate them as rang
systematic. Measurement process errors can include repeata
operator bias, instrument parameit&rs, resolution error, errors
arising from environmental conditions, or other sources.

Additionally, each measurement error, regardless of its origin,
considered to be a random variable that can be characterized
probability distribution.

Measurement
Uncertainty

Many preGUM references propose that the uncertainty di
to random error be computed by multiplying gtandard
deviation of a sample of- |
statisti¢ with 95% confidence levelys,..

uxran :t95nsx or l&ran = t95,/752'

The standard deviatios,, of a sample of data is

The GUM supplants systematic and random uncertainties with
standard uncertainfyywhich is a statistical quantity equivalent tg
the standard deviation of the error distribution.

By definition, the standard deviation is the squa@ of the
distribution variancé. Therefore, the uncertainty, in a
measuremenk = Xyue + €, IS

Uy =\fvar(x) :\/var(xtrue é,)

=\ /var(eX ).
In the above equatior,is the measured valuee is the unknown

true value of the measurand at the time of measuremésthe
measurement error and vauié the variance operator.

In this regard, uncertainty is not considered to bdimit or
interval. The standard uncertainty of a measurement error is
determined fron Type A or Type B estimates.

31n the preGUM context, the terms random and precision are often used interchangeably, as are the terms systematic and bias.

‘The

St usthtestic an@l sonfidence level are discussedhéurin section 2.6.1.

51n this document, the terms standard uncertainty and uncertainty are used interchangeably.
6 A mathematical definition of the distribution variance is presented in section 2.4.
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Topic Pre-GUM GUM
wheren is the sample size is thekth measured valug, is
the sample mean value ands the degrees of freedom, equ
ton-1.
Topic Pre-GUM GUM
Measurement | These uncertainties, often expressed by the syligphre | Type A uncertainty estimates are obtained by the statistical

Uncertainty
(continued)

more reflective of confidendamits or expanded
uncertainties.

PreGUM references also state that the uncertainty due tq
systematic error or bias is expressed as

Upias = B

whereB is based on past experience, manufacturer
specifications, or other information. Thiacertainty is also
more reflective of confidence limits or an expanded
uncertainty.

analysis of a sample of measurements. Type B uncertainty
estimates are obtained by heuristic means suphstiexperience,
manufacturer specifications, or other information.

Combined
Uncertainty

Combining random and systematic uncertainties has bee
major issue, often subject to heated debate. The view
supported by many data analysts and engineers wamsfity s
add the uncertainties linearly (ADD).

Uppp = B 'Hgs%

The view supported by statisticians and measurement sc|
professionals was to combine them in root sum square (R

2,
C

a

Since elemental uncertainties are equal to the sgoatef the
distribution variance, the variance addition rule is used to com
uncertainties from different errepurces.

To illustrate the variance addition rule, consider the measuren
of a quantityx that involves two error sourcegsande.

X= Xret &+ &
The uncertainty ix is obtained from
U = JVar(iye & +) var(ie o3
= \fvar(el) tvar( £) 2cov(, e, )e

7 Confidence limits and expanded uncertainty are also discussed in section 2.6.1.
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Topic Pre-GUM GUM
A compromise was eventually propo$adwhich either where the covariance term, caey(e), is the expected value of th
method could be used as long as the following constraint} product of the deviations & and e from their respective means
were met: The covariance of twimdependentariables is zero. The
covariance can be replaced with
Topic Pre-GUM GUM
Combined -
Uncertainty a. Theelemental random uncertainties and the riuu=cov( g ¥

(continued)

elemental systematic uncertainties are
combined separately.

b. The total random uncertainty and total
systematic uncertainty be reported separately.

c. The method used to combine the total random
and total systematic uncainties are stated.

Ironically, it was also recommended that the RSS method
used to combine the elemental random uncertairstjesd
the elemental systematic uncertaintigs,

1eK , ' oK L, g
s=-Z4a 5,2 N =
n8=1 H

2 @
2TeL T

After publication of the GUM, most uncertainty analysis
references state that the total random and total systemati
uncertainties also be combined in RSS. In many instanc
t he St gtatistiotds & set egual to 2 angkssis
computed to be

whererzisthe correlation coefficient fom and & and

W = u, = ,/var(ez).

Therefore, the uncertainty incan be expressed as

var(e,)

_[2 .2
ux_\/U:L Hy 27y U Uy

Since correlation coefficients range from minus one to plus on
this expression provides a more general, mathematically rigor
method for combining uncertainties.

For example, ifr12= 0 (i.e., statistically independent errors), the
the uncertainties are combined using RSS:; #f= 1, then the
uncertainties are added. rif. = -1, then the uncertainties are
subtracted.

8 Abernathy, R. B. and Ringhauser, B.: "The History and Statistical Development of the New-3&8FIEIAA -1ISO Measurement Uncertainty Methodology,"
AIAA/SAE/ASME/ASEE Propulsion Conference, 1985.
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Topic Pre-GUM GUM
& s B
_ |p2
Urss=4[B" +@—F= @
¢ Vn =
Unfortunately, this consensus approach does not eliminaj
the problems associated with using expanded uncertainti
multiples of standard deviations.
Degrees of Prior to the GUM, there was no way tstienate the degrees| Equation G.3 of the GUM
Freedom of freedom for uncertainties due to systematic error. _2
Consequently, there was no way to compute the degrees o 1 u? (x) o1ebu(x) @
freedom for the combined uncertainty. 2 52 [u(x)] 28 u(x) H
Topic Pre-GUM GUM
Degrees of provides a relationship for computing the degrees of freedom {
Freedom Type B uncertainty estimate whesgu(x)] is the variance in the

(continued)

uncertainty estimatey(x), andDu(x) is the uncertainty in the
uncertainty estimate.

Since publication of the GUM, a methodology for determining
s?[u(x)] and computing the degrees of freedom for Type B
estimates has been developed.

When uncertainties are combined, it is important to estimate t
degrees of freedom for the total uncertginThe GUM utilizes the
Welch-Satterthwaite formula to estimate the effective degrees
freedom,/zs, for the combined uncertainty.

9 This equation assumes that the underlying error distribigionrmal.
®Castrup, H.: AEstimating

Category

B Degrees of Fr eedo0i, Seeagtso sppeadixtDed at t he

6

2000



Topic Pre-GUM GUM
4
My = —T
eff = | 4 4
A gy
In the above equation, and are the uncertainties and associal
degrees of freedom forerror sourcesg; are sensitivity
coefficients and the combined or total uncertairtyis computed
assuming no error source correlations.
_ |22
U =, [a &y
i=1
Confidence In preGUM referenceslJes is employed as an equivalent | The combined or total uncertainty, and degrees of freedomy,
Limits 95% confidence limit can be used to establish the upper and lower limits that contai
X- Ug, Gruevalue & U true yalue (estimated by_ the mean vakig with some specified
confidence levelp. Confidence limits are expressed as
Topic Pre-GUM GUM
Confidence where _
Limits X-lyy2 5, U Gtruevalue Tx th, 4

(continued)

wherea = 1- p and the {statistic,ta2n IS a function of both the
degrees of freedom and the confidence level.

The GUM introduces an expanded uncertaiktyas an
approximate confidence limit, in which a coverage factor
kis used.

X - ku- Ctrue value Tx ku

In most cases, a value lof 2 is used to approximate a 95%
confidence level for normally distributed errors.




Topic

Pre-GUM

GUM

To be useful in managing errors, the coverage factor should b
based on both a confidence level and the degrees of freedom

the uncertai
statistic,taz. .

Confidence limits and expanded uncertainy discussed further

in section 2.6.1.

nty

esti mate. - T




CHAPTER 2: BASIC CO NCEPTS AND METHODS

A measurement is a process whertigyalue of a quantity is estimatedll measurements are
accompanied by errdt. Our lack of knowledge about the sign and magnitude of measurement
error is called measurement uncertainty. A measurement uncertainty estimate is the
characterization of what we know statistically about the measurement €nenefore, a
measurement sellt is only complete when accompanied by a statement of the uncertainty in that
result.

This chapter describes the basic concepts and methods used to estimate measurement
uncertainty? The general uncertainty analysis procedure consists of the follsépg:

Define the Measurement Process

Develop the Error Model

Identify the Error Sources and Distributions
Estimate Uncertainties

Combine Uncertainties

Report the Analysis Results

ook wbNE

The following sections discuss these analysis steps and clarify dtiemship between
measurement error and uncertainty. A discussion on using uncertainty estimates to compute
confidence intervals and expanded uncertainties is also included.

2.1  Definethe Measurement Process
The first step in any uncertainty analysis is to identify the physical quémitys measured

This quantity, sometimes referred to as the
derived from tle measurement of othguantities The former tpe of measurements are called
Adi rect measurements, o0 while the | atter are

For multivariate measurements, it is important to develop an equation that defines the
mathematical relationship between theivedquantity ofinterest and the measurgdantities
For a case involving three measured quantijigsandz, this equation can be written

q:f(X, y,Z) (2'1)
where
g = quantity of interest
f mathematical function that relatg$o measured quantitiesy, andz.

At this initial stage of the analysis, it is also important to describe the test setup, environmental
conditions, technical information about the instruments, reference standards, or other equipment
used and the procetk for obtaining the measurement(s). This information will be used to

identify measurement process errors and estimate uncexgaint

11 The relationship between a measured guantity and measurement error is defined in gection 2

12 The methodology of the GUM is employed throughout this document. The same applies to specific procedures and techniques
unless otherwise indicated.
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2.2  Develop the Error Model

An error model is an algebraic expression that defines the total error in the valueaofity gu
terms of all relevant measurement process or component efiteeserror model for the quantity
g defined in equation €2) is

€

=cy g €, €8, (2-2)
where

= error inq

error in the measured quantky

error in the measured quantity

error in the measured quantity

oD DD
I

andcy, ¢y andc; are sensitivity coefficients that determine the relative contribution of the errors
in x, y andzto the total error im. The sensitivity coefficients are definedlow?!?

_aug _ayq _aug

C, = , Cy = , C
A T TV

In any given measurement scenario, each measured quantity is also accompanied by
measurement error. The basic relationship between the measured quamditiye
measurement erre is given in equation ¢3).

X = Xrue t & (2'3)

The error model fog is the sum of the errors encountered during the measurement process and
is expressed as

& = a+te+-+a (2-4)
where the numbered subscripts signify the different measurement process errors.

2.3 Identify Measurement Error sand Distributions

Measurement process errors are the basic elements of uncertainty analysis. Once these
fundamental error sources have been identifleehuncertainty estimatefsr these errors can be
developed

The errors most often encountered in making measurenmehigle, but are not limited to the
following:

Referencéttribute Bias
Repeatability

Resolution Error

Operator Bias
Environmental Factors Error
Computation Error

=A =4 =4 =4 A -

13 Detailed analysis procedures for multivariate measurements are presented in Chapter 6.
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Reference AttributBias

Calibrations are performed to obtain an estimate of the valua®obselected uniindertest
(UUT) attributes by comparison to correspondmgasuremeneference attributesThe error in
the value of aeferenceattribute at any instant in time, is composed of a systematigpooent
and a random componerfReferace attributéias isthe systematierror component that
persists from measurement to measurement dunngasurement sessiéh Attribute bias
excludes resolution error, random error, operator bias andetioesources that are not
properties of thattribute.

Repeatability

Repeatability is a random error that manifests itself as differences in measured value from
measurement to measurement during a measurement sdsgamportant to note thatandom
variations inameasured quantityr UUT attributeare not separable frormndom variationg

the reference attribute or random variations tugther error sources

Resolution Error

Reference attributes and/or UUT attributes may provide indications of sensed or stimulated
values with some finite precisionThe smallest discernible value indicated in a measurement
comprises theesolutionof the measurementor example, a voltmeter mpandicate values to
four, five or six significant digits. A tape measumgay provide length indications in meters,
centimeters or millimeters. A scale may indicate weight in terms of kg, g, ngg or

The basic error model for resolution errggs, is

Ges = Xindicated| Xsensed

wherexXsensed S @ fAmeasuredo value det ect adxngbtisa sens
the indicated representation>@énsed

Operator Bias

Errors can be introduced by the person or operator making the measurBeeaise of the

potential forhumanoperators to acquire measurement information from an individual

perspective or to produce a systematic bias in a measurement result, it sometimes happens that
two operators observing the same measurement result will systematically perceive or produce
different measured values.

In reality, operator bias has a somewhat random character due to inconsistencies in human
behavior and response. The random contribution is included in measurement repeatability and
the systematic contribution is the operator bias.

Envirormental Factorg&rror

Errorscan result fronvariations inenvironmentatonditions such asemperature, vibration,
humidity or stray emf.Additional arors are introducedhen measurement results acgreced
for envimnmental conditions. For example, when correcting a length measurement for thermal

14 A measurerant session is considered to be an activity in which a measurement or sample of measurements is taken under fixed
conditions, usually for a period of time measured in seconds, minutes or, at most, hours.
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expansion, the error in the temperatmeasurememnwill introduce an error in the length
correction. The uncertainty in theorrectionerroris a function of the uncertay in the erroin
the environmental factdr.

Computation Error

Data processingrrorsresult from computatioroundoff or truncationnumericalinterpolation
of tabulated values, dheuse ofcurve fit equationsFor example, inheregressioranalysisof a
range of valuegshe standard error of estimageantifies thalifference between the measured
values and the values eséitad from the regression equatfén

A regression analysis that has a small standard efestimatenas data pointhat are very

close to the regression lin€onversely, a large standard erobestimataesults when data
points are widely dispersed around the regression Hwavever, if another sample of data were
collected, then a different regression line wawslult. The standard error of the forecast
accountdor the dispersion of various regression lines that would be generated from multiple
sample sets around the true population regression line. The standard error of forecast is a
function of the standarelrorof estimateand the measured value and shdwddused when
estimating uncertainty due tegression error.

Repeatability and Resolution Error

In some measurement situations, repeatability may be considered to be a manifestation of
resolution errar The following cases should be considered when determining whether or not to
include repeatability and resolution as separate error sources.

Case I Values obtained in a random sample of measurermeghibit justtwo values and the

difference between tse valuess equal to the smallest increment of resolutibmthis casejt

can beconcludelt hat FfAbackground noised random variati
resolution of the measuremer@onsequentlyrepeatabilitycannot be identified a& separate

error source becausiee apparent random variations are due to resolution error. Accordingly, the
uncertainty due to resolution error should be included in the total measurement uncertainty bu

the uncertainty due to repeatability should lb@included.

Case 2 Values obtained in a random sample vary in magnitude substantially greater than the
smallest increment of resolution. In this case, repeatability cannot be ignored as an error source
In addition, since each sampled value is subject to resolutionieésbould also becluded
Accordingly, the total measurement uncertainty must include contributions from both
repeatability uncertainty and resolution uncertainty.

Case 3 Valuesobtained in a random sample of measurements vary in magnitude somewhat
greater than the smallest increment of resolution but not substantially greater. In this case, error
due to repeatability ipartly separable from resolution error, dutecomes a atter of opinion

as to whether to include repeatability and resolution error in the total measurement error. Until a
clear solution to the problem is fountlis best to includéothrepeatability and resolution error.

In summary, if measementrepeataility is smaller tharthe display resolution, onkgsoluion

151n the length correction scenario, error in thefioient of thermal expansion may also need to be taken into account.
16 Hanke, J. et al Statistical Decision Models for Managemeallyn and Bacon, Inc. 1984.
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error should be included in the uncertainty analyBisneasuremenepeatability is larger than
the display resolutiorthenboth error sources should be included in the uncertainty analysis

2.3.1 Error Distributions

Recall from the GUM methodology discussed in Chaptérdt,measurement uncertainty is the
square root of the variance of the error distributiofo better understand the relationship
between measurement error and measunemeertaintymeasurement error distributions must
be discussed in some detail.

An important aspect of the uncertainty analysis process is the fact that measurement errors can
be characterized kyrobability distributioss. This is stated in Axiom 1.

Axiom 1 - Measurement errors are random variables that follow
probability distribution s.

The probability distributiorfor a type of measurement error is a mathematical description that
relates the frequency of occurrence of valogbe values themselves. Error distributions
include, but are not limited to normal, lognormal, uniform (rectangular), triangular, quadratic,
cosine, exponential)-shaped and trapezoidal.

Each distribution is characterized by a set of statistics. Btist&ts most often used in
uncertainty analysis are the mean or mode and the standard deviation. With the lognormal
distribution, a limiting value and the median value are also uBembability distributios used

in measurement applications are destiim Appendix B. Probability density functions for
selected distributions are summarized in Table 2

Table 2-1. Probability Distributions

Distribution Distribution Plot Probability Density Function
f(9
f(e) = 1 & (9)2/2 é
Normal V2p s

wheres is the standard deviation of the distribution.

_ 1 i e gim' 9) @E]

f(e)= exp| ) |

N2p | ed i 2/ '|

Lognormal 7 [
f ?

. ¢ | whereqis a physical limit forg mis the distribution

median, and is a shape parameter.

17The basis for the mathematical relationship between error and uncertainty is preseationn?.4.
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Distribution Distribution Plot Probability Density Function
f(9
e3 & 2 g
—%1- (ela)” ¢ -a Ce a
f(e)=1aag (613 §
Quadratic [0, otherwise
where ta are the minimum distribution bounding limits
a 0 a e
f(g
el
—gl+coqp da -a ¢ ea
(e)=2a8+ 0P &) @
Cosine [0, otherwise
wherez a are the minimum distribution bounding limits.
a 0 a €
f(e
Fi -ate &
Uniform AO herwi
(Rectangular) I otherwise
wherez a are the minimum distribution bounding limits.
a 0 a y
f(e
Ie(e+a)/a -a e O
f(e)= :( )ela , 0 ¢ eat
Triangular EO otherwise
f
R wherez a are the minimum distribution bounding limits.
a 0 a
9 e 1 (d+e), d ¢e ¢
,:\ d2 + C2
1 1
f(e) :l| , € Cec¢
Trapezoidal i d+c
i 0, otherwise
) %
’ wheret d are the minimum distribution bounding limits,
f(g
é 1
f———\, -a (e &
I L
f(e)=ipya?+ 8
U-Shaped to, otherW|se
e wherez a are the minimum distribution bounding limits.
a 0 a

2.3.2 Choosing the Appropriate Distribution

The normal and lognormal distributions are relevant to most real world measurement
applications. Other distributions are also possible, such as the uniform, triangular, quadratic,
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cosine, exponential, and-&haped, although they have limited applicahiliome
recommendations for selecting the appropriate distribution for a particular measurement error
source are as follows:

a. Thenormal distributiorshould be applied as the default distribution, unless
information to the contrary is available.

b. Apply thelognormal distributionf it is suspected that the distribution of the value
of interest is skewed (i.e., n@ymmetric)and bounded on one sidfe

c. If 100% containment has been observed and minimum bounding limits are
known, then the followingsirecommended:

i. Apply thecosine distributionf the value of interest has been subjected to
random usage or handling stress, and is assumed to possess a central tendency.

ii. Apply thequadratic distributionf it is suspected that values are more evenly
distributed.

iii. Thetriangular distributiormay be applicable, under certain circumstances,
when dealing with parameters following testing or calibration. It is also the
distribution of the sum of two uniforly distributed errors with equal means
and bounding limits.

iv. TheU-shaped distributiors applicable to quantities controlled by feedback
from sensed values, such as automated environmental control systems.

v. Apply theuniform distributionif the value ofinterest is the resolution
uncertainty of a digital readout. This distribution is also applicable to
estimating the uncertainty due to quantization error and the uncertainty in RF
phase angle.

More specific criteria for correctly selecting the uniforretdbution and example cases that
satisfy this criteria are given in Appendix B.

24 Estimate Uncertainties

As previously discussed, an error distribution tells us whether an error or a range of errors is
likely or unlikely to occur. It providesmathematical description of how likely we are to
experieice (measure) certain valuedl/ith a basic understanding of error distributions and their
statistics, we can estimate uncertaintfedVe begin with the statistical quantity called the
variance.

2.41 Distribution Variance
Varianceis defined as the mean square dispersion of the distribution about its mean value

18n using the normal or lognormal distribution, some effort must be made to estimate a containment probability. This is
discussed in more detail in Chapter 3.

19To ensure validity, the distribution selected to estimate uncertainty foea givor source should provide the most realistic
statistical characteristics.
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var(x) = Mean Square Dispersionxn

If a variablex follows a probability distribution, described by a probability density fund{in
then the mean square dispersion or variance of the distribsitgiven by

var(x)=a X -/7;)2 f (X)dx (2-5)

whererm is the mean ok, sometimes referred to as teectation valuér x. In speaking of
variations inx that are the result of measurement error, we take be the true value of the

guantity being measured. Fraguation (23), we can writeg = X1 /g, andequation (25) can
be expressed as

var(x) = & f[x( ] d

2-6
=var(ey) 0

wherex(&) = &+ m. Because of the form of this definition, the variance is also referred to as
the mean square error.

Equation (26) shows that, if a quantityis a random variable representing a population of
measurements, then the variance is just the variance in the errorin

varx) = var(mue+ &) = var(g). (2-7)

By definition, the standard deviation is the square root of the distribution variance or mean
square error. The uncertainty in a measurement quantity is equivaleatstandard deviation
of the error distribution. This leads to Axiom 2.

Axiom 2 - The uncertainty in a measurement is the square root of
the variance in the measurement error.

Axiom 2 provides the crucial link between measurement error and reeasutruncertaintylf x
is a measured value, then

u, = a/var(x)
=, /var(ex) (2-8)

= Ug, .

Equation (28) provides a third axiom that forms a solid and productive basis upon which
uncertainties can be estimated.

Axiom 3 - The uncertainty in a measured vale is equal to the
uncertainty in the measurement error.
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Axiom 3, together with Axioms 1 and 2, allsthe computation and combination of
measurement uncertainty to be rigorously carried out by

1. drawing attention to what it is that we are uncertain ohaking measurements,
and

2. allowing for the development of measurement uncertainty models for
measurement scenarios of any complexity.

There are two apprehes to estimating the varianagan error distribution and, thus, the

uncertainty in the measuremantor. Type A estimates involve data sampling and analysis.

Type B estimates use technical knowledge or recollected experience of measurement processes.
The basic methods usedrntmkeType A and Type B uncertaingstimats are presented in

Chapter 3.

25 Combine Uncertainties

Axiom 2 states that the uncertainty in the value of an error is equal to the square root of the
variance of the error distribution. As a consequence, we can apply the variance addition rule to
obtain a method for correctly comning uncertainties from different error sources.

25.1 Variance Addition Rule i Direct Measurements

For purposes of illustration, consider a measured quantityxwue + & We know that the total
error, &, consists of measurement process errors

&= a+e+€ +a = agqg
i=1

wheree represents thigh error sourcandk is the total number of errors.

Applying the variance addition rute & yields

var(g) = var@@+e+€ +a) (2-9)
var(a) + var@@) +€ +var@@) + 2covi, e) +

2cov(a, &) + e 4+ 2cov(@.2, &) + 2cov(@.1, &)

k -1k
avar@@)+2a acov(e;)
i=1 i 2ji=1+

where cové, g) is thecovariancebetween measurement process err@svariance is defined
in Section 2.5.3

25.2 The Variance Addition - General Model

Now consider a more general case of the variance addition rule. For illustration, consider a
quantityz defined from the following equation

zZ = ax+by

wherex andy are measured quantities ahé coefficientsa andb are constantsUsingequation
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(2-3),

Z = a(Xrue + &) *+ b(Yirue + Q’)
aXrue + DYtrue + a& + bg
Zrue v €

where
Zirue = Arue T b)/true
and

ag+ bs.

&

The variance o& is expressed as

var@ea + bg)
a2 var(g) + b?var(g) + 2abcov(g, 8)

var(e)

where the last term is the covariance betwgemdg. From Axiom 2, varg) is expressed as

var(e,) =uj

(2-10)
=a’u} +b2u2§, Zabcovie, ¢)

whereu, and U, are the uncertainties i and g, respectively.

25.3 Error Correlations i Direct Measurements

If two variablesa ande are described by a joint probability density functita, ), then the
covariance o&s ande is given by

covig, ©=i d 1 &ia (8 . (2-1)

The covariance of two random variables is a statistical assessment of their mutual dependence.
Because covariances can have inconvenient physical dimensions, they are rarely used explicitly.
Instead, we use theorrelation coefficient r, e which is defined as

;o= cov(g, p) _cov(; 8 )
aFf Jvar@)var(g)  ugu,

(2-12)

whereu, and Ug, are thath andjth measurement process uncertainties. The correlation

&
coefficientprovides an assessment of the relative mutual dependence of two random variables.
The correlation coefficient is a dimensionless number ranging in value freor.

If we recall Axiom 2, equation {2) can beexpressed as
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2 _ Kk k'l k
e, :E var(g ) +2_ a ?- riejgi uq
i=1 i3] i=1+

u

k k-1 Kk (2-13)
=aul 24 A7 ol Ue o
i=1 i gji=1+""1""

25.4 CrossCorrelations between Error Components
Fromequations (212) and (213), the correlation coefficient fag andg, is

_ cov(e, ¢)

2-14
(= ? uex u € ( )

andequation (210) becomes

ug =a’ul, WU, Zalr | oy u (2-15)

Equation(2-15) can be generalized to cases where therk mm@asured quantitiesd
corresponding error componers &, ..., & for these quantities.

k k > k-1 Kk
var(é a,g)= ag var(,e) +2 4 8ag gfeU M
r=1 r 4 r = r=1+ ' rod
(2-16)
2.2 k-1 k.
Uy 28 aagyred ¢ o

1 r 4q r=1+

o

r

where Ug and Ug, are the total uncertainties for thith andgth error componenigespectively

andrq is the crosgorrelation between these error components.

Each error componerg compisedof measurement process errors, such as measurement
referencebias, repeatallity, resolution error, etc. Hence, we decompases

g=@ag1ta2+ éat (2-17)
wherel denotes the number of measurement process errors.

The crosscorrelation coefficient between measurement process errors for theamponents
a, andeay, is denoted byre.ri € and written

- il (2-18)
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whereug . and Ug, , are the measurement process uncertainties fattrandqth error

componentsrespectively, and

Ug, =, jvar(er i) (2-19)

Returning toequation (216), the correlation coefficient fon, and Ug, IS

1 Im
Ie (f‘uer%?ic’iljai ri€qi¥:riVe; (2-20)

where the total number of process uncertainties fortthandgth measured quantities drand
m, respectively. As equation{20) shows, the correlation coefficiemtgj, accounts for cross
correlations between measurement process uncertaintige foin andgth error components

25.5 Combined Uncertainty

The variance addition rulgrovidesa logical approach fasxomputing the overall, combined
uncertaintythat accounts for correlations between error sources. Given equatibg)safid
(2-20), the total uncertaintyyr, can be generally expressed as

.K 2 2 _|2k--1 k.. I ..m P 2 2
e ra=1ar Uer r aiq r31? qu 1Zji=1&er=’i F) urieuq'j ¢ (221

From the above equation, one can surmise that uncertainties are not always cosibonéte
rootsumsquare (RSShethod

25.6 Establishing Correlations

To assess the impact of correlated errorthecombined uncertainty, consider the measurement
of a quantityx that involves two error sourcesand &

X= Xruet & + 6.

From Axioms 2 and 3 and the variance addition rule, the uncertairiyg iobtained from

Uy :\/\Iar(xtrue 9 ) \/:‘/ar( 1€ 2}

_[2 .2
= \ju1 o 2 UpUs
The correlation coefficient;,,, for two error sources can range in value frdnto +1.

Statistically Independent Error Sources

If the two error sources are statistically independent, thes O andu, = »\/uf HB .

Therefore, uncertainties of statistically independent error sources are comiimgtheRSS
method
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Strongly Correlated Error Sources

If rip=1, thenux=\jul2 HE Ay af(zq wf y =u. Therefore, the uncertainties are

combined linearly.

When two error sources are strongly correlated and compensate for one another, then

riz2=-1 anduX:\/uf HE 2u «/(zq Lb)-z | u =y. Therefore, the combined

uncertainty is the absolute value of the ddéfece between the individual uncertainties.

There typically aren't any correlations between measurement process errors for a given quantity.
In general, it is safe to assume that there are no correlations between the following measurement
process errors:

RepeatabilityandReference Attribut®ias (ran,pias= 0)
Repeatability and Operator Biasdp,oper= 0)

Reference Attribut®ias and Resolution Errorjasres= 0)
Reference Attribute Biaand Operator Bias fias,oper= 0)
Operator Bias anBnvironmental Factors Error dper,env= 0)
Resolution Error and Environmental Factors Errads(env= 0)
Digital Resolution Error and Operator Biase, ope= 0)

=A =4 =4 -4 -4 -4 -a

CrossCorrelations

Instances may arise where measurement process errors for diéieoenbmponents are
correlated. In this case, equatior2@ must be applied to account for cragsrelations
between measurement components. Accounting for-carsslations is discussed further in
Chapter 6.

25.7 Degrees of Freedom

Generally spekdng, degrees of freedom signifies the amafrinformation or knowledge that

went into an uncertainty estimat&€herefore, when uncertainties are combined, we need to know
the degrees of freedom for the total uncertainty. Unfortunately, the degfeesdafim for a
combined uncertainty estimate is not a simple sum of the degrees of freedom for each
uncertainty component.

The effective degrees of freedomg, for the total uncertaintyr, resulting from the
combination of uncertaintias and associated degrees of freedanfor n error sources can be
estimated via the WeleBatterthwaite formula given gquation (22)

4

_ U
Neg =

e r ai4l44

1 1

(2-22)

=)

i
whereur- is the total or combined uncertaintpmputed assuming no error cortelas.
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e = /_é{lafqz (2-23)
1=

Note: While theWelch-Satterthwaite formula is applicable for statistically
independent, normally distributed error sogtdgecan usually be thought of as a
fair approximationin cases whererror sources are netatisticallyindependent.

Determining the degrees of freedom for Type A and Type B uncertainty estimates is discussed in
Chapter 3.

2.6  Report the Analysis Results

Reporting the results of an uncertainty analysis is an impasqect of measurement quality
assurance. Therefore, the analysis results must be reported in a way that can be readily
understood and interpreted by others.

Section 7 of the GUM recommends that the following information be included:

1. The estimated valuef the quantity of interest (measurand) and its combined
uncertainty and degrees of freedom.

2. The functional relationship between the quantity of interest and the measured
components, along with the sensitivity coefficients.

3. The value of each measuremeomponent and its combined uncertainty and
degrees of freedom

4. A list of the measurement process uncertainties and associated degrees of freedom
for each component, along with a description of how they were estimated.

5. A list of applicable correlation coeffients, including any crossorrelations
between component uncertainties.

It is also a good practice to provide a brief description of the measurement process, including the
procedures and instrumentation used, and additional data, tables and platipthkrify the
analysis results.

When reporting the uncertainty in a measured vailue often desirable to include confidence
limits or expanded uncertainty. Therefore, some discussion about confidence limits and
expanded uncertainty is providedtire following section.

26.1 Confidence Limits and Expanded Uncertainty

In statistics, wenake nferencesaboutpopulationparameters, such as the mean value and
standard deviation, through the analysis of sampled data or other heuristic information.
Confidence limits provide aumericalinterval which contains the population parameter of
interest with some probdliy.?° Confidence limits are computed using either the normal or
St ud edistribton?

20 Hanke, J. et al Statistical Decision Models for Managemealiyn and Bacon, Inc., 1984.

2T he St wuddtebatiordissa symmetric distribution that approaches the ratistzibution as the degrees of freedom
approach infinity.
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In reporting measurement resultse uncertainty,u, andits associatedegrees of freedomm,
can be used to establish confidence lirthtg contain the true valugiestimated by a sample
mean valuex ), with some specified confidence level or probability)n this applicationthe
confidence limits are expressed as

X-Ty0u tm & t4, Y (2-24)
where the multiplier is thestatistic,tar,n, anda = 1- p is the significance levelValues fortaz,»
are obtained from the percentiles daf the prob
distribution.

As seentfiom equation (24), the width of theconfidencdimits or intervalis dependent on three
factors:

1. the confidencéevel
2. the estimatedincetainty
3. the degrees of freedom.

The development and application of confidence limits are discussed further in Chapters 3 and 4.

The GUM defines the termxpanded uncertaintyas "the quantity defining an interval about the
result of a measurement thaaly be expected to encompass a large fraction of the distribution of
values that could reasonably be attributed to the measurand.”

This means that the expanded uncertainty is basically defire@diatervalthatis expected to
contain the true value of the measurand. In this context, the expanded uncéuaistyffered
as approximate confidence liiin which the coverage factd, is used in place of the
t-statistic

X- kU Gye ® k. (2-25)

The introduction of the expanded uncertainty was meant to clarify the concept of uncertainty, but
confusion over and misapplication of this term persisted since the GUM was first released. To
mitigate this problem, the GUM also introduced the term "stahgiacertainty” to help

distinguish uncertainty from expanded uncertainty. However, in practice, the term expanded
uncertainty and uncertainty are often used interchangeably. This, of course, can lead to incorrect
inferences and miscommunications.

Note: The use of the term uncertainty to represent an expanded uncertainty is not
a recommended practice.

The use of coverage factors in lieutloét-statistice mer ged as an artifice toc

confidence limits in cases where the total uncertaintyligpe B estimate or is composed of
both Type A and Type B estimates.
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Not being a statistical quantity in the purest sense, a Type B estimate was not considered to be
associated with definable degrees of freedom that could be regarded as quantifyingutiteoAmo
information used in producing the estimate. Accordingly, if used alone or combined with a Type
A estimate, the result was not viewed as being a true statistic.

As is shown in Appendix D, we now have the means to estimate the degrees of freedom for

Type B estimates in such a way that they can be considered on an approximately equal statistical
footing with Type A estimates. Consequenllype B uncertainty estimatean be used to

determine confidence limits, conduct statistical tests, evaluaisi@les, etc.

24



CHAPTER 3: ESTIMATING UNCERTAINTY

There are two approaches to estimatimgasuremenincertainty. Type Aincertaintyestimates

involve data sampling and analysis. Typarertaintyestimates use engineering knowledge or
recollected experience of measurement processes. This chapter discusses sample statistics used
to makeType A uncertaint estimatesnd heuristic methods usedn@akeType B uncertaint

estimates

3.1 Type A Estimates

A Type A uncertainty estimate is defined as an estimate obtained from a sample of data. Data
sampling involves making repeat measurements of the quantity of interest. It is important that
each repeat measurement is independent, representative anchtakamly.

Random sampling is a cornerstone for obtaining relevant statistical information. Therefore, Type
A estimates usually apply to thaeceertainty due to repeatability or random errdhe data used

for Type A uncertainty estimates typically catof sampled values. However, the data may be
comprised of sampled mean values or sampled cells. The computed statistics vary slightly
depending on the sample type.

Statistical analysis of sampled values will be presented herein for illustratiatisti§al analysis
methods for all three sample types are presented in Appendix C, along with topics on outlier
removal and normality testing.

3.1.1 Statistics for Sampled Values

Because the data sample is drawn from a popufdtidivalues, we makimferences about the
population from certain sample statistics and from assumptions about the way the population of
values is distributed. A sample histogram can aid in our attempt to picture the population
distribution.

Probability
Density 4 |

/

<«— Sample Histogram
Population Digribution —

Q\G &

Figure 3-1. Repeatability Distribution

The normal distribution is ordinarily assumed to be the underlying distribution for repeatability
or randomerror. When samples are taken, the sample mean and the sample standard deviation
are computed and assumed to represent the mearaaddrsi deviation of the population

22|n statistics, a population is the total set of possible values for a random variable under consideration.

25



distribution. However, this equivalence is only approximate. To account for this, the Student's
t distribution is used in place of the normal distribution to compute confidence limits around the
sample mean.

The samfe mean,x, is obtained by taking the average of the sampled values. The average
value is computed by summing the values sampled and dividing them by the sample size,

1
(4 v * ) ~&x (3-1)

The sample mean can be thought of as an estimate of the value that we expect to get when we
make a measurement. This "expectation value" is called the population mean, which is
expressed by the symbat

The sample standard deviation provides an estiofatee population standard deviatiohhe
sample standard deviatios, is computed by taking the square root of the sum of the squares of
sampled deviations from the mean divided by the sample size minus one.

2

(1, ]
S = rli&:‘l(ﬁ -X) (3-2)

The valien-1 is the degrees of freedom for the estimate, which signifies the number of
independent pieces of information that go into computing the estirAatent any systematic
influences during sample collection, the sample standard deviation will appiopopulation
counterpart as the sample size or degrees of freedom incr@dsedegrees of freedom for an
uncertainty estimate is useful for establishing confidence limits and other decision variables.

The sample standard deviation provides an estimate of the repeatahitihdomerror
population standard deviatiosne,X - As discussed in Chapter 2, Sectiofy the standard

deviation of an error distribution is equal to the squant of the distribution variance

Se mn = ,}var( €ran) (3-3)

It has also been shown that

Uy ran — «/Var(ex, ran)- (3-4)

Therefore, the sample standard deviation provides an estimate of the uncertainty due to
repeatabilityor randomerror?3

Ug, an @s,. (3-5)

If the objective of the uncertainty analysis is to characterize a given single measurement

23 The uncertainty due to repeatability or random error in measurement is estimatedstnomle of measurements taken over a
time period short enough to eliminate variations due to systematic drift or other factors.
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performed under specific circumstances, as in developing a statement of capability, then equation
(3-5) should be used.

If the estimate is intended to representuheertainty in the mean valuedue to repeatability or
random error, then the variance of the sample mean is evaluated.

var(ég ran) = vari)

a1 (3-6)

var
oni

|

X
1

1 Q>
1-O: Ot

&
5 var X
1§

An important criterion for random sampling is that eatthe sampled values must be
statistically independent of one another. The variance of a sum of independent variables is the
sum of the variances. Therefore, equaticB)Becomes

1

2.

var(& ran) =
n=i

var(x; ) (3-7)
1

I Qs

Since eachx is sampled from a pojation with a variance equal t92, then var(x )= s)% and

2
X

§ =x (3-8)

1 n

1

2.

var(éx ran) = o
i

I Q>

It has been showthat the population standard deviations estimated with the sample standard
deviations,. Thereforethe uncertainty in the mean value can be estimated to be

Uey an :»\fvar(ei,ran) % (3-9)

Once estimates of the sample mean and standard deviation have been obtained, and the degrees
of freedom have been noted, it becomes possible to compute limitothat the sample mean

with some specified level of confidence. These limits are called confidence limits and the degree
of confidence is called the confidence level.

Confidence limits can be expressed as multiples of the sample standard deviatioorntadiy
distributed samples, this multiple is called tkstatistic. The value of thestatistic is
determined by the desired percent confidence I1€;eind the degrees of freedom for the
sample standard deviation.

Confidence limits for a single measured vakjeggre given by
X ° ta/2,r§< (3_10)

and confidence limits for the mean or averageof a sample of measured values are given by
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X ° (3-11

1o X
a ,n\/ﬁ
wherea = (1- C/100) anch=n- 1.

Comparison of equations-I®) and (311) shows that confidence limits about a sample mean
value are much smaller than for a single measured value sfAdigd be expectexince, with a
sample mean, we have more imf@tion and a greater expectatiortlté sample mean value
being closer to the population mean.

3.2 Type B Estimates

In some cases, we must attempt to quantify the statistics of measurement error distributions by
drawing on our recollected experiermmncerning the values of measured quantities or on our
knowledge of the errors in these quantiffe€stimates made in this manner are called heuristic
or Type B estimates.

Uncertainty estimates for measurement process errors resultingefienance atibute bias,
display resolution, operator bias, computation and environmental factors are typically determined
heuristically via containment limits and containment probabilities.

As discussed in Chapter 2, measurement errors can be described byyatpraability
distributiors. Of these, the normal and lognormal distributions provide the most realistic
statistical representation of measurement errdteerefore, it is prudent to detail the
development of uncertainty estimates for these distabatiUncertainty estimates for other
distributions are discussed in Section 3.2.5.

Computing the degrees of freedom for Type B estimates is discussed in Section 3.2.3. Applying
the Studentoés t distribution fafreeddmisi mati ng
discussed in Section 3.2.4.

3.2.1 Normal Distribution
If the measurement error is normally distributed, then the uncertainty is computed from

u= —OL (3'12)
E -13l+p
¢ 2

where® L are the containment limitg,is the containment probability, afd'() is the inverse
normal distribution functiof®

Containment limits may be taken from manufacturer tolerance limits, stated expanded
uncertainties obtained from calibration records or certificates, or statistcagsrcontrol limits.
Containment probability can be obtained from service history data, for example, as the number

24 Information or experience obtained from previous measurement data, general knowledge about the behavior, properties or
chamcteristics of materials or instruments, manufacturer specifications, certificates or other calibration history data, referen
data from handbooks, etc.

25 The inverse normal distribution function can be found in statistics texts and in most sprepidgjraats.
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of observed irtoleranceshintol, divided by the number of calibrations,
C9%=100%"!

3.22 Lognormal Distribution

The lognormal distribution is often used to estimate uncertainty when the error containment
limits are asymmetricThe uncertainty is computed from

u=|m +q|é2/2\/ & 1 (3-13)

whereq is a physical limit for errothe distribution mis the poplation median and is the
shape parameter. The quantities)and/ are obtained by numerical iteration, given
containment limits and an associated containment probability.

3.2.3 Type B Degrees of Freedom

In equation (3), the degrees of freedcameassumed to be infinite. However, Wweowthat

heuristic estimates are not based on an "infinite" amount of knowledge. As with Type A
uncertainty estimates, the degrees of freedom quantifies the amount of information that goes into
the Type B uncertaty estimate and is useful for establishing confidence limits and other

decision variables.

Therefore, if there is an uncertainty in the containment limits (d.¢f.,DL) or the containment
probability (e.g.; p ° Dp), then it becomes imperative to estii@ the degrees of freedom.

Annex G of the GUM provides a relationship for computing the degrees of freedom for a Type B
uncertainty estimate

o1 W) ,1eDu(y @
252[u(x] 28u(®) U

(3-14)

wheres?[u(x)] is the variance in the uncertainty estimaig), andDu(x) is the uncertainty in the
uncertainty estimat®. Hence, the degrees of freedom for a Type B estimate is inversely
proportional to the square of the ratio of the uncertainty in the uncertainty divided by the
uncertainty.

While this approach is intuitely appealing, the GUM offers no advice about how to determine
S?[u(x)] or Du(x). Since the publication of the GUM, a methodology for determimfig(x)]

and computing the degrees of freedom for Type B estimates has been devélofi@d.
methodology is outlined in Appendix D.

26 This equation assumes that the underlying error distribution is normal.

ZICastrup, H. : AEsti mating Category B Degrees of Freedom, O
21, 2001.
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3.24 St ud 4 Distribugion

Once the containment limits, containment probability and the degrees of freedom have been
established, we can estimate the standard deviation or uncertainty of the distoburterest.

To do t hi s, wedistisiten andoenstBitttestatistic baSesl on the containment
probability and degrees of freedom.

The uncertainty estimate is then obtained by dividing the containment limit bytiduic,
accordng to equation (a5).

(3-15)

3.25 Other Distributions

Al t hough the nor mal tdistlibotpns are mostloftela uset to®stimadee nt 6 s
uncertainty, other distributions also have limited applicability. As dsediin Chapter 2, many

of these distributions are described by minimum bounding lihigsand 100% containment

probability (i.e.,p = 1).

Uncertainty equations for selected distributions are summarized in Tabl&guations for
additional distributions are provided in Appendix B.

Table 3-1. Uncertainty Equations for Selected Distributions

Distribution Distribution Plot UncertaintyEquation
f(g
U, = a
Quadratic e J5
e where® aare the minimum bounding limits.
a 0 a
f(8
a 6
Ue=—=,1 -—
Cosine \/§ P
where® aare the minimum bounding limits.
e

a 0 a
f(8
a
. Up = —=
Uniform J3
(Rectangular)
where® aare the minimum bounding limits.
a 0 a y
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Distribution

Distribution Plot

UncertaintyEquation

f(8
a
ue = —
Triangular \E
where® aare the minimum bounding limits.
0 a
f(8
a
Up = —=
U-Shaped \/E

where® aare the minimum bounding limits.
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CHAPTER 4: INTERPRETING AND APPLYING
EQUIPMENT SPECIFICATIONS

Manufacturer specifications are an important element of cost and quality control for testing,
calibration and other measurement processes. They are used for equipment selection or
establishing equipment substitutidhios a given measurement application. In addition,
manufacturer specified tolerances are used to congsttencertaintyatios and estimate bias
uncertainties.

Measuringandtest equipmentMTE) areperiodicallycalibratedto determine if they are
performing within manufacturer specified tolerance limits. In fact, the elapsedr interval
between calibrations is often based otalerance or oubf-tolerance datacquired from
periodic calibrations Therefore, it is important that manufactuspecifications are properly
interpreted and applied.

This chapter discusses how manufacturer specifications are obtained, interpreted and used to
assess instrument performance and reliabiRgcommended practices and illustrative examples
are giverfor the application to uncertainty estimatiofin in-depth discussion about developing,
verifying and reporting MTE specifications can be found in NAS#&asurement Quality
AssurancdHandbook- Annex 2Measuring and Test Equipment Specifications

4.1  Measuring and Test Equipment

Before we delve into defining and interpreting specifications, it is important to clarify what
constitutes MTE. For the purposes of uncertainty analysis, MTE include artifacts, instruments,
sensors and transducers, signal coodérs, data acquisition units, data processors and output
displays.

4.1.1 Artifacts

Artifacts constitutgpassive devices such mmss standards, standard resistors, pure and certified
reference materials, gage blocks, etc. Accordingly, artifactsdtated outputs or nominal
values and associated specifications.

4.1.2 Instruments

Instruments constitute equipment or devices that are used to measure and/or provide a specified
output. They includegbut are not limited tayscilloscopes, wave and spegtr analyzers,

Josephson junctionfequency counters, multimeters, signal generators, simulators and
calibrators, inclinometers, graduated cylinders and pipettes, spectrometers and chromatographs,
micrometers and calipers, coordinate measuring machiakesdes and scales. Accordingly,
instrumensg can consist of various components and associated specifications.

4.1.3 Sensors and Transducers

Sensors constitute equipment or devices that respond to a physical input (i.e., pressure,
acceleration, tempature or sound). The terms sensor and transducer are often used
interchangeablyTransducers more generally refer to devices that conmertasm of energy to
another.Consequently, actuators that convert an electrical signal to a physical outdabare a
considered to be transduceror the purposes of this document, discussion will be limited to
sensors and transducers that convert a physical input to an electrical output.
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Note: Transmitters constitute sensors coupled with internal signal coridgion
and/or data processing components, as well as an output display.

Some sensors and transducers convert the physical input directly to an electrical output, while
others require an external excitation voltage or current. Sensors and transduceragneomp

wide array of operating principles (i.e., optical, chemical, electrical) and materials of
construction.Consequently, their characteristics and associated specifications can cover a broad
spectrum of detail and complexity. A selected list of senand transducers is shown in

Table 41.

Table 4-1. Sensors and Transducers

Input Sensor/Transducer | Output Excitation
Temperature Thermocouple Voltage
RTD Resistance Current
Thermistor Resistance Current, Voltage
Pressure and Sound | Strain Gauge Resistance Voltage
Piezoelectric Voltage
Force and Torque Strain Gauge Voltage Voltage
Piezoelectric Voltage
Acceleration/Vibration | Strain Gage Voltage Voltage
Piezoelectric Charge
Variable Capacitance| Voltage Voltage
Position/Displacement | LVDT andRVDT AC Voltage Voltage
Potentiometer Voltage Voltage
Light Intensity Photodiode Current
Flow Rate Coriolis Frequency
Vortex Shedding Pulse/Frequency | Voltage
Turbine Pulse/Frequency
pH Electrode Voltage

4.1.4 Signal Conditioners

Signalconditioners constitute devices or equipment that are employed to modify the
characteristic of a signal. Conditioning equipment include attenuators, amplifiers, bridge circuits,
filters, analogto-digital and digitalto-analog converters, excitation voleagr current, reference
temperature junctions, voltage to frequency and frequency to voltage converters, multiplexers
and linearizers. A representative list of signal conditioning methods and functions is provided in
Table 42.

Table 4-2. Signal Conditoning Methods

Type Function

Analogto-Digital Conversion (ADC) | Quantization of continuous signal

Amplification Increase signal level
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Type Function

Attenuation Decrease signal level

Bridge Circuit Increase resistance output.

Charge Amplification Convert charge twoltage.

Cold Junction Compensation Provide temperature correction for thermocouple

connection points.

Digital-to-Analog Conversion (DAC)| Convert discrete signal to continuous signal

Excitation Provide voltage or current to transducer.

Filter Provide fequency cutoffs and noise reduction
Isolation Block high voltage and current surges.

Linearization Convert nodinearsignal to representative lineantput.
Multiplexing Provide sequerdl routing of multiple signals

4.1.5 Data Acquisition

Dataacquisition (DAQ) equipment provide the interface between the signal and the data
processor or computer. DAQ equipment include high speed timers, random access memory
(RAM) and cards containing signal conditioning components.

4.1.6 Data Processors

Dataprocessors constitute equipment or methods used to implement necessary calculations.
Data processors include totalizers and counters, statistical methods, regression or curve fitting
algorithms, interpolation schemes, measurement unit conversion ocothputations.Error
sources resulting from data reduction and analysis are often overlooked in the assessment of
measurement uncertainty.

4.1.7 Output Displays

Output display devices constitute equipment used to visually present processed datg. Displ
devices can be analog or digital in natumalog devices include chart recorders, plotters and
printers, dials and gages, cathode ray tube (CRT) panels and screens. Digital devices include
light-emitting diode (LED) and liquid crystal display (LCpanels and screens. Resolution is a
primary source of error for digital and analog displays.

4.2 Performance Characteristics

Manufactureispecificationshouldprovide an objective assessmenM»E performance
characteristics. However, understanding specifications and using them to comgelest
equipment from different manufacturers or vendors candifieult task. This primarily results
from inconsistent terminology, units, and method=du® develop and report equipment
specifications.

Some manufacturers may provide ample information detailing individual performance
specifications, while others may only provide a single specification for overall accuracy. In

some instances, specifigatis can be complex, including numerous time or range dependent
characteristics. And, since specification documents are also a means for manufacturers to market
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their products, they often contain additional information about features, operating condition
limits, or other qualifiers.

4.2.1 Static Characteristics

Static performance characteristics provide an indication of how an instrument, transducer or
signal conditioning device responds to a stestdye input at one particular time. In addition to
sersitivity (or gain) and zero offset, other static characteristics include nonlinearity, repeatability,
hysteresis, resolution, noise, transverse sensitivity, acceleration sensitivity, thermal stability,
thermal sensitivity shift, temperature drift, thermato shift, temperature coefficient, and
accuracy?®

4.2.2 Dynamic Characteristics

Dynamic performance characteristics provide an indication of how an instrument, transducer or
signal conditioning device responds to changes in input over time. Dynamactehnestics

include warmup time, response time, time constant, settling time, zero drift, sensitivity drift,
stability, upper and lower cutoff frequencies, bandwidth, resonant frequency, frequency
response, damping, phase shift, and reliabifity

4.23 Other Characteristics

Other characteristics are often included with performance specificatiomdidateinput and

output ranges, environmental operating conditions, external power requirements, weight,
dimensions and other physical aspects of thecdevi hese other characteristics include rated
output, full scale output, range, span, dynamic input range, threshold, dead band, operating
temperature range, operating pressure range, operating humidity range, storage temperature
range, thermal compengati, temperature compensation range, vibration sensitivity, excitation
voltage or current, weight, length, height, and width.

4.3  Obtaining Specifications

Manufacturers publish MTE specifications on their web pages, in product data sheets, technical
notes, control drawingiandoperating manuals. Some manufacturers also maintain an archive of
specification information for discontinued products. In some instances, manufacturers will only
provide MTE specification information upon formal request by phfanegr email. In general,
however, published specifications are relatively easy to find via an internet search.

4.4  Interpreting Specifications

Ultimately, the MTE user must determine which specifications are relevant to their application.
Therefore a basic understanding of the fundamental operating principles of the MTE is an
important requirement for proper interpretation of performance specifications. In some cases,
first-hand experience about the MTE may be gained through calibration and.tdstwther

cases, detailed knowledge about the MTE may be obtained from operating manuals, training
courses, patents and other technical documents provided by the manufacturer.

Ideally, MTE specifications provide adequate details about the expectethpsice
characteristics of a representative group of identical devices or items (i.e., a specific
manufacturer and model). This information should be reported in a logical format, using

28 Accuracy is typically reported as a combined specification that accounts for nonlinearity, hysteresis, and repeatability.
2% Reliability specifications typically refer to performance over an extendedparied or maximum number of cycles.
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consistent terms, abbreviations and units that clearly conveyeydrparformance
characteristics.

For the most part, manufacturer specifications are intended to convey tolerances or limits that are
expected to bound the MTE performance characteristics. For example, these limits may
correspond to temperature, shockl aibration parameters that affect the sensitivity and/or zero
offset of a sensing device.

Unfortunately, there is no universal guide or standard regarding the development and reporting
of MTE specifications.Inconsistency in the methods used to depelnd report performance
specifications, and in the terms and units used to convey this information, create obstacles to the
proper understanding and interpretation of MTE specifications.

In select instances, the information included in a specificabt@ument may follow a

standardized form&f. However, the vast majority of specification documents fall short of

providing crucial information about the confidence levels associated with reported specification

i mits. MTE manuf athe applieabl@robabilitg distritubonfadda | ndi c at
particular performance characteristic.

Consequently, it is difficult to estimate uncertainties from MTE specifications without gaining
further clarification or making some underlying assumptidhss a gad practice to

1. Review the specifications and highlight the MTE characteristics that need
clarification.

2. Check the operating manual and associated technical documents for other useful
details.

3. Requestdditional information and clarification fromtheeom uf act ur er 6 s
technical department.

441 Terms, Definitions and Abbreviations

Technical organizations, such as ISA and SMA, have published documents that adopt
standardized instrumentation terms and definitd#s.However, there ia need for futier
clarification and consistency in the general terms and definitions used in the reporting of MTE
specifications.General terms and definitions for MTE specifications and other related
characteristics are provided in Appendix There are particulart®s and abbreviations that
require further discussion.

For example, some MTE specifications may <co
Amaxi mumo values. However, the basis for t
introduces confsion about which specification (typical or maximum) is applicable. In addition,
since associated confidence levels, containment probabilities or coverage factors are not often

nv
he

30 See for exanp, ISA-RP37.21982(R1995):Specifications and Tests for Strain Gauge Pressure Transd(ides
Instrumentation, Systems and Automation Society, Reaffirmed December 14, 1982.

31|1SA-37.1-1975 (R1982)Electrical Transducer Nomenclature and TerminoloBiyelnstrumentation, Systems and
Automation Society, Reaffirmed December 14, 1982.

32 SMA LCS 0499: Standard Load Cell SpecificatiarScale Manufacturers Association, ProvisiorfaEtlition, April 24, 1999.
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provided, it is difficult to clearly interpret either set of siieations. @nsequently, the
manufacturemust be contacteir further clarification.

MTE specifications commonly include the use of abbreviations such as FS, FSO, FSI, RDG, RO,
RC and BSL. The abbreviation FS (or F.S.) refers to full scale. Similarly, the atlme®SO

(or F.S.0.) refers to full scale output and the abbreviation FSI (or F.S.I.) refers to full scale input.
Specifications that are reported as % FS (or ppm FS) generally refer to full scale output. When in
doubt, however, contact the manufactdoerclarification.

The abbreviation RDG refers to reading or output value. The abbreviation RO (or R.O.) refers to
rated output and the abbreviation RC (or R.C.) refers to rated capacity. Some MTE
specifications also use the abbreviation BSL (or B)3d.indicate that a combined non

linearity, hysteresis, and repeatability specification is based on observed deviations from a best
fit straight line. Abbreviations commonly used in MTE specifications are listed in the Acronyms
and Abbreviationssectionof this document.

4.4.2 Qualifications, Stipulations and Warnings

Most MTE specifications describe the perfor ma
product warranty. These reported specifications also often include qualifications;atiarifs

and/or caveats. Therefore, it is a good practice to read all notes and footnotes carefully to

determine which, if any, are relevant to the specifications.

For example, MTE specification documents commonly include a footnote warning that the
values are subject to change or modification without notice. Manufacturers do not generally
modify existing MTE specifications unless significant changes in components or materials of
construction warrant the establishment of new specifications. Howexn®yibe necessary to
contact the manufacturer to ensure that the appropriate MTE specification documents are
obtained and applietf

MTE specifications may state a recommended range of environmental operating conditions to
ensure proper performance. Thegy also include a qualification indicating that all listed
specifications are typical values referenced to standard conditions (e.G.a28 10vDC
excitation). This qualification implies that the primary performance specifications were
developed from tests conducted under a particular set of conditions.

If so, additional specifications, such as thermal zero shift, thermal sensitivity shifteandl
transient response errare includedo account for the variation in actual MTE operating
conditions from standard conditions. The MTE user must then consider whether or not these
additional specifications are relevant to the MTE application.

44.3 Specification Units

As with terms and definitions, specification units can vary between manufacturers of similar
MTE models. In addition, specification units can vary frame performance characteristioc
another for a given MTE manufacturer model

33 That is, the published specifications considered by the manufacturer to be applicable at the time the MTE was purchased.
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For example, display resolution specifications can be expressed in digits, counts, percent (%) or
other units such as mV o€. Nonlinearity, hysteresis and repeatability specifications can be
expressed as % FS, ppm FS, % RDG, ppm RDG, % RO or otiter $ensitivity specifications

can be expressed as mV/psi,

an be expressed as % AS/% RO/C, ppm/C, % FS/q, psi/g, psiF, mV/ C, %Load/F, etc.

Noise specifications such as Normal Mode Rejection Ratio (NMRR) and Common Mode
Rejection Ratio (CMRRare generally specified in decibels (dB) at specified frequencies

(usually 50 and 60 Hz).

Different specification units can make it especially difficult to interpret specificationsost
cases, unit conversion is required before specificationsecanoperly applied Selected
specification conversion factors are listed in TabRfdr illustration.

Table 4-3. Specification Conversion Factors

Relative to Relative to | Relative to
Percent | ppm dB 10V 100 psi 10 kg/C
1% 10000 | -40 100 mVv 1 psi 1009/ C
0.1% 1000 | -60 10 mV 0.1 psi 10g/C
0.01% 100 -80 1mv 0.01 psi lg/C
0.001% 10 -100 | 100nV 0.001 psi 100 mg/C
0.0001% 1 -120 | 10nV 0.0001 psi | 10 mg/C

Note: A decibel (dB) is a dimensionless unit for expressing the ratio of two
values of powerP1 andP,, where dB = 10 lodf./P1). The dB values in Table
4-3 are computed folP,/P1 ratios corresponding to the percent and ppm values
listed. For electrical pwer, it is important to note that power is proportional to
the square of voltag®, so that dB = 10 log ¥/1%/V-?) = 20 log ¥1/V2).

Similarly, acoustical power is proportional to the square of sound prepssce,
that dB. = 10 log 01%/p2?) = 20 log p1/p2).

Additional calculations may be required before specifications can be properly used to estimate
MTE parameter bias uncertainty and tolerance limits. This brings us to the topic of applying
specifications.

4.5  Applying Specifications

Manufactureispecifications can be used to purchase or substitute MTE for a given measurement
application, estimate bias uncertainties and establish tolerance limits for calibration and testing.
Therefore, MTE users must be proficient at identifying applicable spegasins and in

interpreting and combining them.

It is also important that manufacturers and users have a good understanding and assessment of
the confidence levels and error distributions applicable to MTE specificationsis @hisucial
part of theprocess and requires some further discussion.

45.1 Confidence Levels
Some manufacturer MTE specifications are established by testing a sample of the produced
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model population.The sample test results are used to develop limits that ensure a large
percentage of the MTE model population will perform as specifiédnsequently, the
specifications are confidence limits with associated confidence vels

That is, the limits specified for an MTE performance characteristic are established for a
particula confidence level and degrees of freedom (or sample size), as discussed in Chapter 2.
Confidence limits; Ly, for values of a specific performance characterigtiaye expressed as

“Ly =t3/2, Fx (4-1)
where
t-statistic
significance level = 1 C/100
confidence level (%)
degrees of freedommi 1
sample size
sample standard deviation.

ta/2,/7

Y 5S30OD

Ideally, confidence levels should be commensurate with what MTE manufacturers consider to be
the maximunallowable false accept risk (FAR).The general requirement is to minimize the
probability of shipping an MTE item with nonconforming (or-@ftcompliance) performance
characteristics. In this regard, the primary factor in setting the maximum allo&RIlenay be

the costs associated with shipping nonconforming products.

Unfortunately, manufacturers don6ét commonly
specifications. In fact, the criteria and motives used by manufacturers to establish MTE
specifications are not often appareritlost MTE manufacturers see the benefits, to themselves

and their customers, ektablishing specifications witligh confidence levelsHowever,

competition between MTE manufacturers can result in unrealistically optimistiisagons

that in-turn, can result in excesg outof-tolerance occurrenceé®

Alternatively, some manufacturers may test the entire produced MTE model population to ensure
that individual items are performing within specified limits prior to shipmetawever, this
compliance testing process does not ensure a 100% probability (or confidence level) that the
customer will receive an itolerance item. The reasons for this include

1. Measurement uncertainty associated with the manufacturer MTE compliance
testing process.

2. MTE bias drift or shift resulting from shock, vibration and other environmental
extremes during shipping and handling.

Manufacturers magccount forthe uncertainty in their testing anteasurement processby
using a higher confidendevel (e.g., 99.9%) to establish larger specification limits or by

341n this context, confidence level and containment probability are synonymous, as are confidence limits and containment limits

I

%From a producer or manufacturero6s perspective, false accept
item.
%¥See for exampl e, Deaver, David: fAHaving Confidence in Speci:

Salt LakeCity, UT, July 2004.
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employingarbitrary guardbandirfgmethods and multiplying factorsn either casgthe
resulting MTE specifications are not equivalent to 100% confidence limits.

Some manufacturers alsonductspecial environmental and accelerated life testing on a
population subseb quantifythe effects opotentialshipping and handling stresseéhey might
evenincludeseparatepecifications for theeeffects However, not all MTE manufacturers
incorporate these rigorous practices

4.5.2 Error Distributions

MTE performance characteristics, such as nonlinearity, repeatability, hysteresis, resolution,
noise, thermal stability and zero shift constitute sources of measurementariscusseth
Chapter 2, measurement errors are random variables that folbability distributiors.

Therefore, MTE performance characteristics are also considered to be random variables that
follow probability distributiors.

This concepts important to the interpretation andpdipation of MTE specificationsdrause an
error distribution allows us to determine the probability that a performance characteristic is in
confamance with its specification.

Typically, manufacturerdo not idently an underlyinglistribution for performance
specifications. This might imply that a specification simply bounds the range of v&loiethe
sampled MTE model specifications described in section 4tGdperformance characteristio§
an individualunit may vary from the population mean. However, the majority of the units
should perform well within the sp#ication limits. Accordinglya central tendenogxists that
can be described hilie normal distribution.

If the limits are asymmetric aboatspecified nominal value, it is still reasonable to assume that
individual MTE performance characteristics will tend to be distributed near the nominal value.
In this case, the normal distribution may still appowever the lognormal pbother

asymmetic distributionmay bemoreapplicable.

There are a couple of exceptions when the uniform distribution would be applicable. These
include digital output resolution error and quantization error resulting from the digital conversion
of an analog signalln these instances, the specifications limifs|jesand® Lquan, would be

100% confidence limits defined as

(4-2)

o
LI’ES

N |

and

o OA
Lquan = o+l (4-3)

where

least significant display digit

full scale range o&nalog to digital converter
guantization significant bits.

5> T
I

37 Guardbands are supplemental limits used to reduce false accept risk during calibration and testing.
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4.5.3 Combining Specifications

In testing and calibration processes, an MTE performance characteristic is identified as being
in-tolerance or oubf-tolerance. In some cases, the tolerdimits are determined from a
combination of MTE specifications. For example, consider the accuracy specifications for the
DC voltage function of Fluke 8062Adigital multimeter3®

Fora displayed reading of 5 VQ@he accuracy specificatioareported as (0.07% Reading +

2 digits) and the resolution as 1 mV. In this case, the accuracy specificafid0.i87%

Reading + 2nV).*® To compute the combined accuracy specification, we must convert the %
Reading ta value ifmV units

0.07% Reading = (0.07/108)5 V3 1000 mV/V = 3.5 mV

The total accuracy specification for the 5 V output reading would thérn(h& mV + 2 mV) or
°5.5mV.

For another example, consider the tolerance specifications for different gage block grades
published by NIST*® Suppose we want to compute the combined tolerance limits for a Grade 2
gage block with 20 mm nominal lengtfihere are two sets of specification limifEBhe first
specification limits (+0.10m, -0.05mm) are asymmetric, while the s specification limits

(° 0.08mm) are symmetricConsequently, the combined tolerance limits will be asymmetric and
upper and lower tolerances (e.d-1+L2) must be computed

There are two possible ways to compute valuetfandL> from the sgcifications: linear
(additive)combination or roosumsquare (RSS) combination.

1. Linear Combination
L;=0.10+0.08=0.18

L = 0.05+0.08 =0.13

2. RSS Combination

L1=4(019? {0.09°> F00164 #:
L,=(0.09% {00§> 400089 o

If the specifications areterpreedto be additive, then the combined tolerance limits for the 20
mm Grade 2 gage block are +0h8, -0.13mm. Alternatively, ifthey arecombined in RSS,
then theresultingtolerance limits are +0.118m, -0.09mm.

38 Specifications from 8062A Instruction Manual downloaded from www.fluke.com
39 Understanding Specifications for Precision Multiaret Application Note Pub_ID 110&6g Rev 014 2006 Fluke
Corporation.

40The Gage Block Handbook, NIST Monograph 180, 1995.
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Linear or RSS specificatiocombination cannot be used for MTE that have complex
performance characteristics. For example, consider the specificatian3$ransducer
Techniques MDB5-T load cell.*

The load celbensing element is a resistaiii@sed strain gauge thaguires a external
excitation voltage.This load cell has a rated output of 2 mV/V for loads up tq Whiich

equaes to a nominal sensitivity 4 mV/V/Ikx. Therefore, the load cell output is a function of
the excitation voltage and the applied load.

LCout =W 3S ¥ (4-4)
where
W = Applied load or weight
S = Load cell sensitivity
Vex = Excitation voltage

Equation (44) shows the mathematical relationship between the physical input (i.e., weight) and
the electrical output (i.e., voltage) the load celf? This relationship is called a transfer
function.

According to the specifications, the load cell output will be affected by the following error
sources:

Excitation Voltage® 0.25 V

Nonlinearity © 0.05% of R.O.

Hysteresis® 0.05% ¢ R.O.

Noisg ° 0.05% of R.O.

Zero Balancg® 1% of R.O.

Temperature Effect on Outpit0.005% of LoadF
Temperature Effect on Zerd 0.005% of R.O.F

=A =4 =4 -4 -4 -4 -2

If the load cell is tested or calibrated using a weight standardatheerror associated with the
weight should also be included.

Equation (44) needs to be modifiet account for these error sources. Unfortunately, given the

assortment of specification unithge error terms cannot simply be adag¢dhe end of the
equation. The appropriate loadll output equation is expressed in equatieb)4

LCout =8Ws *TEout TR:) S Nt Hys NSt ZO+TEq+ FREL (45

where
Ws = Wn + We (4-6)

41 Specifications obtained from www.ttloadcells.com/nidad-cell.cfm
42 The validity of this equation depends on the use of apt@puinits for the variable®y, SandVex
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Vex=Vh + Ve (4'7)

and
Wh = Nominalor stated value of weightasmdard
We = Bias ofweightstandard
Vn = Nominalexcitationvoltage
Ve = Excitationvoltageerror
TEwt = Temperatureffect onoutput
TR+ = Temperaturgange in F
NL = Nonlinearity
Hys = Hysteresis
NS = Noise andipple
ZO = Zerooffset
TEzero= Temperatureffect onzero

Equations (4) through (47) constitute a errormodel for the load cell outpuids discussed in
Chapter 2given some&nowledge about the error distributions, the variance additiorcaméde
appliedto estimate the uncertainty in the load cell output voltage for a given applied load.

This procedure involves some additional concepts and methods that are covered in subsequent

chapters. A detailed uncertainty analysis of a load measurement sypreseisted in
Chapter 7.
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CHAPTER 5: DIRECT MEASUREMENTS

In direct measurements, the quantity of interest (i.e., subject parameter or measurand) is obtained
directly by measurement and is not determined indirectly by atngpits value from the

measurement aifther variables or quantitie&xamples of direct measurements include, but are

not limited to the following:

1 Measuring the length of an object with a ruler or micrometer.
1 Measuring the output from a DC voltagderence with a voltmeter.
f Measuring the temperature of a substance usliggia-in-glass thermometer

In this chapter, the analysis of a micrometer calibrated with a gage block is used to illustrate the
basic concepts and methods used to estimatrtantty for direct measurements. The general
uncertainty analysis procedure inclist@efollowing the steps outlined in Chapter 2

Define the Measurement Process
Develop the Error Model

Identify Error Sources and Distributions
Estimate Uncertainties

Combine Uncertainties

Report Analysis Results

R A

51 Define theMeasurement Process

In this examplea 0-25 mm digital micrometer is calibrated at 10 mm nominal length w@sing
Class 2 (Grade 2) gage block set. Multiple readings of the 10 mm gage bloclkalertgkien
with the micrometer. The repeat readings observed with the micrometer are listed in-Table 5

Table 5-1. Micrometer Measurements

Deviation from
Reading | Length (mm) Nominal (rm)
1 10.003 3
2 10.002 2
3 10.003 3
4 10.004 4
5 10.001 1
6 10.005 5
7 10.002 2
8 10.004 4

In this analysis, the quantity of interest is the average length obtained from the micrometer
measurements corrected to a standard reference temperatureCof PBis value will be

reported along with its estimatéatal uncertainty. The results of the uncertainty analysis will be
used to determine if the micrometer is within the manufacturer specified tolerance limits.
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5.1.1 Gage Block Specifications

The tolerance specifications for the Grade 2 gage block sebtai@ed from tabulated data
published by NIST? Subsets of the data are listed in Tabksdhd 53.

Table 52. Tolerance Grades for Metric Gage Blocksnim)

Nominal Grade .5 Grade 1 Grade 2 Grade3

<10 mm 0.03 0.05 +0.10,-0.05 | +0.20,-0.10
<25 mm 0.03 0.05 +0.10,-0.05 | +0.30,-0.15
<50 mm 0.05 0.10 +0.20,-0.10 @ +0.40,-0.20
<75 mm 0.08 0.13 +0.25,-0.13 | +0.45,-0.23
<100 mm 0.10 0.15 +0.30,-0.15 | +0.60,-0.30

Table 5-3. Additional Tolerance for Length, Flatness, and Parallelismnim)

Nominal Grade .5 Grade 1 Grade 2 Grade3
< 100 mm °0.03 ° 0.05 °0.08 °0.10
< 200 mm °0.08 °0.15 ©0.20
< 300 mm °©0.10 °0.20 °0.25
< 500 mm °©0.13 °0.25 ° 0.30

Gage block length is defined at the following standard reference conditions:

temperature = 20 C(68 F)

barometric pressure= 101.325 KPa (14.7 psia)
water vapor pressure 1.33 KPa (10 mm of mercury)
CQO content of air = 0.03%.

Only temperature has a measurable effect on the physical length of the gage block asfa resul
thermal expansion or contractioithe nominal coefficient of thermal expansion for gage block
steel is 11.5 10% C. According to ANSI/ASME"* the maximum allowable limits for the
coefficient of thermal expansion &rel 2 10% C.

5.1.2 Micrometer Specifications

Manufacturer specifications for the micrometer state a digital resolutiomofdnd error
(tolerance) limits of° 4 nm. For the purposes of this analysis, the coefficient of thermal
expansion for the micrometer is taken toBu@® 10%deg C with corresponding errdimits of
° 0.53 10%C.

5.1.3 Environmental Temperature Specifications

During the measurement process, an average laboratory temperatur€of28 monitored and
maintained. The tolerance limits of tlertperature monitoring device & C.

43 The Gage Block Handbook, NIST Monograph 180, 1995.
44 precision Gage Blocks for Length Measurement (Through 20 in. and 500 mm), ANSI/ASME B8398¢M
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5.2 Define the Error Model

In this example, a 10 mm nominal gage bleckeasureavith a micrometer and the average
lengthreported Therefore, the basic measurement model for the lexngthdefined as

X=Yue & (5-1)
where

xeue = true gage block length
& total error in the length measurement.

The error model foe is the sum of the errors encountered during the length measurement
process and can be generally expressed as

& = atet-+a (5-2)
where the numbered subscripts signify the different error sources.

5.3 Identify Error Sources and Distributions
In the length measurement process, we must account for the following errors:

Bias in the value of the 10 mm gage block lengthas.
Error associated with repeat measuremess,
Error associated with the digital resolution of the micrometgss.

Operator biasluring the micrometer measurement process,

=A =A =4 =4 =4

Environmentafactors errors resulting from thermal expansion of the gage block
and the micrometegnw.

The micrometer bias is not included, because this is what is estimake uncertainty analysis.
The error model for the length measurement can nogxpeessed as

& = &biast Gant Burest &pt+ &nv (5-3)

The specifications for the gage block and micrometer do not provide insight about which
probability distributiorto apply to each of these error sources. However, as discussed in
Chapter 4, Section 4.5.2, error distributions often exhibit a central tendency.

In general, if an error distribution has a central tendency and the error limits are symmetric, the
normaldistributionis applicable.If the error limits are not symmetrithe lognormal or other
asymmetric distribution may be more applicable. For the length measurement example, the
uniform distribution is only applicable to the micrometer digital resolution error. More
discussion on the selection and application of etigiributions for the length measurement
example are discussed in the following section.
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54 Estimate Uncertainties

With the exception of repeatabilior randomerror,the uncertainty in each error source must be
estimated heuristically from the contaiem limits,° L, containment probabilityy, and the
inverse error distribution function;p), as shown in equation+§.

(5-4)

As discussed in Chapter 4, equipment specifications should convey key information about the
performance characteristics of the MTE. For the most part, manufacturer specification data
include® limits for error sources that affect the MTE performanicéormation about the
confidence level associated with these specification lianitee applicable errafistributionare

not often provided.

Consequently, it is a good practice to thoroughly review the appropriate MTE specification
information and highlighitems that need clarification. The manufacturer shouldlteen

contacted for additional information and clarification as required. If this information is not
obtainable from the manufacturer, then alternative sources should be employed including your
own experience and bgsidgement

5.4.1 Gage Block Bias
The gage block specifications indicate that the length bias is comprised of two error sources

&ias = Aol + Efp (5'5)

whereago is the tolerance error argy, is the error due to Igth, flatness and parallelism.
Applying the variance addition rule,

var(@ia9 = var(@ol + @) (5-6)
var(gol) + var(@mp) + 2Cov(gol, Erp)

where cov&o, @) is the covariance betwea andap. From Axiom 2 anequation (56), the
gage bloclbias uncertainty can be expressed as

Ugbias = \/u%ol 'H*'ﬁ‘p ar tol Ifp Ul l*\fp : (5'7)

The tolerance error limits for Grade 2 gage blocks with nominal length less than 25 mm are
+ 0.10mm andi 0.05mm. Given these skewed limits, the lognormal distribution should be
applicable forgo. The error limits for length, flatness and parallelism for Grade 2 gage blocks
with nominal length less than 100 mm &&.08mm. Therefore, the normal distributishould

be applicable fogyp.

From experience, we know that gage block specifications typically represent a-totgramce

or containment probability. In this analysis, we will assume that a 99% containment probability
applies for both error sowdimits.
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5.4.1.1 Tolerance Error
To compute the uncertainty in the tolerance euar,we refer to the lognormal distribution plot
shown in Figure 8, where the modéyl, is equal to 10 mm, the lower containment lirhit,

isT 0.05mm, the uppecontainment limitLo, is + 0.10mm and the containment probability is
99%.

qa ™ ©

Figure 5-1. Right-handed Lognormal Distribution

As discussed in Appendix B, section B.2, the probability density function for ahaglted
lognormal distribution is givehy

& 2 '
ae-q %Bf, 7

& J

|
f(e)=———— exp. eln . i
V2p 11 < gm- a % 1

whereq is the physical limit forg mis the population median arids the shape parameter. The
uncertainty U, is the population standard deviatiagnwhich is defined as

2
s =|m -qlé /2\l e/2 1.
The population median is defined as

m:qgg d’
¢

The unknown variablegand/ must be solved for iterativelysing the containment limits and
containment probabilitf® The numerical iteration was conducted-krie and the resulting
uncertainty estimated to be

Uol = 0.0287mm.

5.4.1.2 Length, Flatness and Parallelism Error

The uncertainty due to gage block length, flathess and parallelism error can be computed from
the® 0.08 mm containment limits, 99% containment probability ahe inverse normal

distribution functionF (). The inverse normal distribution function, can be found in statistics

45 Additional guidance is provided in Appendix B, Sectio@.B.
48



texts and in most spreadsheet programs.

G = 008 m 0.0
P --181+0.99 § 2.5758
¢ 2 9

=0.0311mm.

5.4.1.3 Gauge Block Bias Uncertainty

There is naeason to believe that there is any correlation between the gage block tolerance error
and the error due to length, flatness and parallelism. Therefore, the total uncertainty in the gage
block bias is estimated to be

Uspias = /(0.0287¢ n) + ( 0. 073

= «/0.001795 M

=0.04Z m.

54.2 Repeatability (Random Error)

The uncertainty in the repeatability randomerror in the length measurement is determined
from the repeat measurements. As discussed in Chapter 3, the uncddaitdsepeatability is
eqgual to the standard deviationtbé sample data. The standard deviation of the sample of
length measurements is given by

= 1A (x %7
S« n'li:]_)q

wherex; is theith reading and the mean value of the sample is comraied

=104 5o # ).

The mean value of the length measurements is

(10.003+ 10.002+ 10.003+10.004 +10.001 +10.005 @2.010.084 m
8

X =

=10.003 mm

and the differences between the measured values and the mean value are

49



340.003 40.003 6.000mMm =0 m
40.002 10.003 =0-001mm-= 1-
40.003 40.003 ©6.000mm =0 m
30.004 10.003 6.001mm=1 m
40.001 10.003 =0-002mm= 2-
30.005 40.003 6.002 mm #&n
40.002 10.003 =0:001mm 3 -
30.004 10.003 6.001mm =& nr

KX XXX XXX
> < X x X

1
<l X< X

The standard deviation is

:’1—728m:\/1.71:em 1. 31 &m

Repeatability uncertaintig

xran SX 4318 m

and the repeatabilityncertainty in the mean value is

1.31e m

l"IX ran f \F

Since the mean value is the quantity of interest in this analysjg, should be included in the
overall uncertaintgstimate.

3463 m

54.3 Resolution Error

To estimate the uncertaintipye toresolution error, we note that the micrometer has a digital
readout. Therefore, the resolution error can be assumed to be uniformly distribuged.
resolutionuncertainty isestimated from thé 0.5nm containment limits100% containment
probability and the inverse uniform distribution function

_0.5e m

ures -

.289% n

@

54.4 Operator Bias

Inconsistencies as the operator uses the micrometer to measure the gage gilockdemost

likely accounted for in the repeatability randomerror. However, we still need to account for

the possibility of some consistent or systematic operator bias during the measurement process.
Some pasible sources of operator biasludehow the operator positions the micrometer on the
gauge block and themount ofclampingforce applied to the gage block.
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Since we do not know the sign or magnitude efdperatobias, we consider it to be a normally
distributed error sourceTo estimée the uncertainty in the operator bias, we will assume
containment limits that are based on half of the resolution, with a 90% containment probability.

_ (05(emp  05em
°p -181+0.90 § 1.6449
¢ 2 9

u 6.304¢ n.

Note: The containment limits for the operator bias are not necessarily based on
resolution error. Best judgement and knowledge should be used in developing
appropriate containment limits and containment probability.

54.5 Environmental Factors Error

For thiserror source, we are interested in determining the uncertainty in the length measurement
due to thermal expansion effects. In this case, we must cottsdidrermal expansion of the

gage block anthe micrometer We must also account for the uncertaintthe environmental
temperature reading and the uncertainty in the expansion coefficients.

The change in length measureméix, due to the temperatudeparturérom 20 C nomina)
results from the expansion (or contraction) of the gage landkhe micrometer. The net
change is computed from the following equation

Dx :Xn0m3 (ag T am) 3 DT (5-8)
where
Xnom= nominal gage block length = 10 mm
aqg = gage block expansion coefficient H.53 10 C
am micrometer expansion coefficient 563 10% C
DT = ambient temperaturiereference temperature = 2871 20 C = 3 C.

Therefore, the change in length is computed as

Dx

10 mm?3 (11.57 5.6)3 109 C3 3°C
1.773 10* mm
0.177mm.

The length measurement can be referenced back 16 B9 subtracting 0.17@m from thedata
sample averageHowever, we must account for the error in this length correction due to errors
in the monitoring temperature and expansion coefficients.efloe model is developed as
follows:

&x = DXT Dxiue (5-9
where

DXirue %ag 'ﬁg) ('r‘ﬁ éne) S[ T Brle (5-10)

Substitutingequations (58) and (510) into equation (59) yields
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é'Dx:Xnoml:»-%l Xnom TD#£  Xiom ¢® T€ X iom m 3

(5-11)
" Xnomfa, BT *nom & D¥

The last two terms iequation (511) arereferred to as second order terms and are considered to
be small compared to the other first order terms. Neglecting second order terms, we can express
the length change error equation in a simpler form

€x = Xnom D £ *nom TD£ Xffong 9@ ,}]aD (5-12)

The coefficients 1‘on96,g , 63 and epr are actually the partial derivatives with respect to

dg, amandDT.

_ B u
lJ?g‘xnoml:r Sg» Em_ Xnom D andu_m—xnom( 41) ©T

Therefore, the length change error can be expressed as
€x=Cg £ *m £ €O D (5-13)

wherecg, cm andcor aresensitivity coefficientsthat determine the relative contribution of the
temperature and expansion coefficierors to the length change error.

Applying the variance operator éguation (513) we have
var(epy) = var(cg £ tm £ epr u;)e
= cé var(eé,g ) wlc,%1 var( e ) QZ)T var( o) 24Cn cox( g6 rﬁ’i) (5-14)
+2C4CpT cov(ea,g : @r) +2CmnC o 00\( £ I)?

From Axiom 2, the uncertainty in the length change error can be expressed as

2.2 2 2
csu + u +G5 U z u u
_ 9%%,, Cm & or Y, Cg(f'rfeag, G Vg U F (5.15

u
€Dx
+ZCgCDTreag,g]-U5€%g +20m@)Tfﬁ]e p¥ 2%p

where the last three terms account for amgrcorrelatiors.
There is no physical reason to believe that a correlation exists between the expansion coefficient

errors. Similarly, there shouldndét be any
expansion coefficient errord herefore,
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l'eag’ %n :O, reag’ |§r :O! ream, |§|- :o

and the uncertainty in the length change error can be expressed as

gy, :\/céugag +q%u2%n %7 (5-16)

The appropriat@robability distributiorfor the temperature error and expansion coefficient
errors is the normal distributiorherefore, the associated uncertainties can be estimated from
the containment limits, containment probability and the inverse normal distribution function. In
this aralysis, we will assume 95% containment probability for all three error sources.

The uncertainty in the temperature error is estimated ftad@n C containment limits and a 95%
containment probability

2 2
F'lél+ 0.95 § 1.9600
C 2 9

k02 C

uébT

Note: In this exampleopnly the error resulting from the temperature measuring
device is considered. However, other error sources resulting from variation in the
room temperature and ihg gae block and micrometer temperatures during the
measurement process may also neecktodnsidered.

The uncertainty in the gage block expansion coefficient is estimated fichil0% C
containment limits and a 95% containment probability

1210%/T 1 20%/ C
--181+0.95 §  1.9600
¢ 2 9

8510 19° / ¢

Eag -

The uncertainty in the micrometer expansion coefficient is estimatedfbB? 10°% C
containment limits and a 95% containment probability

_05210%/T 05 1dc® /1 C
c-181+0.95 5 1.9600
¢ 2 9

u 8255 19° / ¢
eam

The corresponding sensitivity coefficients are

10mm3 3 C=30mmC = 3310 im-C

Cg =
Cn = T20mm3 3 C=i30mmC =i 3310 nm-C
cor= 10 mm?3 (11.57 5.6)3 10%C = 5.9 10°mm/ C =5.93 102mm/ C
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and the uncertainty in the length change error is computed to be

gy, :\/(3 3104)2 fo.510 906)2 (s -16)5 (0285 16)23( 5.9 41%)2 6 1.0%@2n

=234 10% +585 1P 362 e m

=391 10%¢ m=0. 063 ¢ m

Thus, the uncertainty due to environmental factors error is

Ueny = Ug, .0625¢ n.

55 Combine Uncertainties

With the variance addition rule and Axiom 2, we have a method for combining the measurement
process uncertainti@Bpias, ug ., UMres, Uop anduenv. NO correlations should exist between

measurement process errors, so the uncertainty in the length measurement can be expressed as

U% :\/U(ZBbias 'luggran litzMres U'ZEp uzéh (5'17)

Therefore, the uncertainty in the aage length measurement is computed to be

U, =y(0.042F +0.463 +0.289) 0.304) (0.063) n
=J03%e M 0. 629¢m.

The effective degrees of freedomg, for thecombineduncertainty can be estimated using the
WelchSatterthwaite formula

4
Ny = U%
eff —
4 4 4 4 4
UGbias + Ug,ran +u Mres u|0I0 ugnv
Ngpias ~ H ran Nires of!  enl! (5-18)
u4 u4
— & = £
= = 3 ¥
uéb' Uy uj ug u? u% ran
ias 4 “X,ran X Mres p env )
o] 7 o] o o]

The degrees of freedom for tbembineduncertaintyarecomputed to be

(0.62% n)*

Mg =7 3 7 3% 23
eof (0.463 nfY

and areaounded to the nearest whole number, 24.
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56 Report Analysis Results

All measurement uncertainties relevant to the micrometer calibration processebavaken

into accountand the analysis results can now be evaluabedalibration, uncertaigtanalysis is
important fortwo main reasons. First, identify excessive uncertainties due to sources of error
in our measurement process. Secdnd;ommunicate the quantity of interest and its associated
uncertainty oto decide whethethe quantity is iftolerance.

56.1 Average Measured Value andCombined Uncertainty

As previously stated, the quantity of interest is the average length measurement corrected to
20 C. Inthis analysis, the average length measurement a 2)computed to be

X =10.003 mm - 0.000177 mm=10.0028 r

with acombineduncertaintyof 0.629nm with 24 degrees of freedom

56.2 Measurement Process Errors and Uncertainties

The measurement process errors, distributions, uncertainties and degrees of freedom are
summarized in Table-8. The relative contributions of the measurement process untegdo
the overall uncertainty in the average length measurement are shown in FRjufé& pareto
chart® shows that the uectainties due to repeatabilityperator bias, and micrometer resolution
are the largest contributors to theZB@érm combineal uncertainty

Table 5-4. Measurement Process Uncertaintier Micrometer Calibration

Error Containment | Containment Error Standard | Estimate | Deg. of

Source Limits Probability | Distribution | Uncertainty| Type | Freedom
Gage Block Bia! +0.18,-0.13 99.00 Lognormal | 0.042nm B o]
Repeatability 0.463mMm A 7

Micrometer R :

Resolution 0.5 100.00 Uniform 0.289mm B a
Operator Bias ° 0.5 90.00 Normal 0.304mm B o
Environmental R

Factors 0.123 95.00 Normal 0.063mMm B o]

46 A Pareto (pronounced ptRAY -toe) chart is a special type of bar chart where the values plotted are arranged in descending
orderof importanceThe chart i9ased on the Pareto principle, which states that when several factors affect a situaton, a f
factors will account for most of the impact.

55



\ \ \
Repeataiy

Operator Bias [
et
Resolution

Environmental
Factors

Gage Block
Bias F | | |
0

10 20 30 40 50
Percent Contribution to Length Measurement Uncert

Figure 5-2. Pareto Chart for Micrometer Calibration

56.3 Confidence Limits

Thecombineduncertainty and degrees of freedom can be used to compute confidence limits that
are expected to contain the true valaeyith some specified confidence level or probayilit
The confidence limits are expressed as

X° a2, M <€ (5-19

where the multiplierta2n, is thet-statistic anda = 1- p.

In this analysis, we will use a 95% confidence level (pe.0.95). With a corresponding
t-statisticto.o2s24 = 2.0639, the confidence limits are computed to be

10.0028 mnt 2.063¢ 0.629n or 10.0028 mn? 1.36 n.

5.6.4 In-tolerance Probability

The last step in this analysis example is to determine if the micrometer measurement of the
gage block 10 mm nominal length is within thé mm manufacturer specified tolerance limits.
To do this, we must evaluate the micrometaspthe gage block bias and tiveertainties in
these biases.

Recall from equation (&), the measured valuas defined by

X= Xrue &
where
Xeue = true gage block length
& total error in the length measurement.

The nominal gage block lengtkhm, is related to the true length by

Xnom = Xtrue *eGbias (5'20)
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where
&bias = biasin the gage block length.

The difference between the measured value and the nominal gage block length is defined as

d=x ~Xhom
= (Xtrue "ex) ('Xtrue gbiag (5'21)
=6 - 6bias

wheredis a measure of the micrometer biasias Substituting equation {3) into equation
(5-21), the uncertainty equation f@tias is

Ug e :\jvar(ex - &bias) \%Var( & & b € eﬁ}/ (5-22)

— 2 2 2 2
- \/uran * Umres +uop tﬂenv

Replacinguran in equation (822) with u, ,, = 1.31, the combined uncertainty is computed to be

Ug, =\j(1.31)2 +0.289% 40.304) {0.0626f n
=J189% e m =1.377 ¢€m

The degrees of freedom for the combined uncertainty is computed to be

4
Ug, (1.377¢ )

Mot =7 52— # i 2 7=122 8!
Ux ran (1.31e m)

where the value is rounded to the nearest whole number, 9.

The measurement results indicate that the average deviation from the gage block nomimal lengt
is d =+ 2.8mm. The confidence limits for a single valuedidre expressed as

T°t/2, M \gao (5-23)

For a 95% confidence leveb,o2s0= 2.2622 and the confidence limits fdfe.g., Qmias) are
computed to be

28 M 2. 22622 or28 m 3.1

Figure 53 shows the distribution fogunias relative to the manufacturer specification limi®he
shaded area depicts the probability thatas falls outside of the microeter specification limits.

There is a much higher probability that the micrometer bias is within the manufacturer
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specifications than outside them. However, tholarance probability needs to be computed
and evaluated to decide whether or notthec r o met er 6 s per f or mance
intended application.

f(Qupias)
-4 mm Omm X4 mm
: @ J| q/lbias
+2.8nm

Figure 5-3. Micrometer Bias Distribution

In this decisioamaking process, it is important to account for the fact that the observed deviation
from nominal,d is also affected by thagas in the gage block lengti;bias Consequently, the
actualmicrometer bias may be larger or smaller tan

The value ofasbiasis unknown, but its uncertainty was estimated todags= 0.0423mm.
This uncertainty is much smaller than the mimeter bias uncertaintyiyias = 1.377mm.
Therefore, one might deduce tl&tiashas a minor impact od However, a small value for
Ucbiasdoes not preclude a large value &fias

To adequately determine micrometeftaterance probability, it is also necessary to estimate
&biasand the probability thagspiasis within its specified tolerance limitsThe calculation of
biases anéh-tolerance probabilities is beyond the scope i3f document.Readers are referred

to NASA Measurement Quality Assurance Handbdainex 41 Estimation and Evaluation of
Measurement Decision Risk
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CHAPTER 6: MULTIVAR IATE MEASUREMENTS

This chapter discussése approach used &stimate the uncertainty of a quantity that is
computed from measuremeiofstwo or more attributes or parameteii$ie multivariate
uncertainty analysis procedure consists of the following steps:

Develop the Parameter Value Equation
Develop the ErroModel

Develop the Uncertainty Model

Identify the Measurement Process Errors
Estimate Measurement Process Uncertainties
Compute Uncertainty Components

Account forCrossCorrelations

Combine UncertaigtComponents

Report Analysis Results

© 0N OA~®DNE

The procedure fadeveloping error models and uncertainty models from the parameter value
equation is presented. Identifying measurement process errors, estimating their uncertainties and
accounting for crossorrelations is also presented. The volume occupied by a aybbtiEned

from length and diameter measurements is used to illustrate the concepts and methods of
conducting a multivariate uncertainty analysis.

6.1 Develop theParameter Value Equation

The parameter value equation is a mathematical relationship between the quantity of interest
(subject parameter) and the variables or quantities to be measured. The parameter value equation
is also referred to as the governing or system equakionexample, consider a caséth three

measured variables or quantitigsy, z

q:f(X, y,Z) (6'1)
where

q
f

subject parameter or quantity of interest
mathematical function that relatg$o measured quantitiesy, andz.

6.1.1 Cylinder Volume Example

In this analysis example, a steel cylinder artifact with nominal design dimensions of 0.65 cm in
length by 1.40 cm in diameter is measured with a micrometer. The objective is to estimate the
uncertainty in the cylinder volume measmnent.

The parameter value equation for the cylinder volume is given as

V=pL (6-2)

LA

W

whereL andD are the cylinder length and diameter, respectively.
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From equation (&), we see that, to determine the cylinder volume, we toegtekasure the
length and diameterThe cylinder volume (i.e., parameter value) is tbemputed based on the
values obtained for the length and diameter.

6.2 Develop theError Model

The error model provides a mathematical relationship between #hemar in the quantity of
interest to the errors in the measured quantifld®e error model is determined from the
parameter value equation using a fostler Taylor series approximatiéh.

For example, the error model fgyin terms of the erroramponents, g andg, is developed by
apply a firstorder Taylor Series approximation to equatiorl)6

€q

=Cx £ *Cy ye 8, ; (6-3)
Note: For a multivariate measurement, errors in the measured quantities are
callederror components

The coefficientsgy, ¢y, andc; are sensitivity coefficients that determine the relative contribution
of the error components to the total error. The sensitivity coefficients are defined as

_W(xyg

. M (v?) gn i (x%2) o
MX K

y z™ T o

Ky M (74 Z

Note: The sensitivity coefficients are constants computed at a specified set of
values forx, y, andz. These may be measured values or other values that are
relevant to the measurement process being analyzed.

6.2.1 Cylinder Volume Example

Errors in the length and diameter measurements contribute to the overall error in the estimation
of the cylinder volume.In this example, the error model for the cylinder volume equation is
developed algebraically to illustrate how the #t@nty coefficients for the length and diameter
errors obtained in this manner compare to coefficients obtained using partial derivatives.

By definition,
V=% &
D=Dp
L=l &
where
Vo = nominal or design volume
Do = nominal or design diameter
Lo = nominal or design length

4T Taylor Series, named aftEnglish mathematician Brook Taylallows therepresentationf a functionas an infinite sum of

terms calculated from its derivatives atpecified value This I order approximation is applicable to mastasurement
scenariogencountered in testing and calibration. However, in the evaluation of stochastic processes, approximations may require
the inclusion of 2 order or higher terms.
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cylinder volume error
= diameter measurement error
length measurement error

oD
|

Therefore, equation {B) can be expressed as

° 2,
Vora, =B, Lo 4k (6-)

By rearranging equation {#), we obtain an algebraic expression for the cylinder volume. error

o

Do + &
Q/::%eiz 02 (j('—o tLE Vo
2
_ 8D+ & Dg =, 0
= - L
Pg > o('—o te) Pjg © 65
:%(Dg 2Doep '%’)(Lo P ZngLo
:%(Dgl—o 2Dl e H‘o%’ Df Le 2D p e éf t)enga—(

The higher order terms,oei , 2Dgen € and 9[2) €, are considered to be small compared to the

other first order terms. Neglecting these terms, the cylinder volume error equation can be
expressed in a simpler form

& = 'Z(DOLO 2Dglo 8 BF L)E’ pDo'—o
IZDOLO ‘ZDoLo +6()'—090 —4*{%&9 (6-6)
- P2
==DgL +-D
5 Dokofp ¥, Po €

Rearranging equation{®), yields

Le* Lop5" - (6-7)

The coefficients fome and& in equation (67) are actually the partial derivatives\ofvith
respect td. andD.

vV . &D
W
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Therefore, the cylinder volume error model can be expressed as

& =CL € %p p (6-8)

where the sensitivity coefficients, andcp, determine the relative contribution of the errors in
length and diameter measurements to the total measuiremer.

6.3  Develop theUncertainty Model

As discussed in Chapter Betuncertainty in a quantity or variable is the square root of the
variable's mean square error or variance. In mathematical terms, this is expressed as

Uy = Jvar(ey).- (6-9)

Applying the variance operattw equation (€3) gives

Ug =\/var(eq) :\livar(cx g & ,&Cf 2) e

(6-10)
:\/c)%uf HCOU; U 2%6,Cf L Uxly 2 8Ch 4\, 2 CRC,r il

whereryy, rxzandryzare thecorrelation coefficients for the errorsxny andz

6.3.1 Cylinder Volume EXamPpPle.........coooiiiiiiieeee e

Applying the variance additiooperator to equation {8), the uncertainty in the cylinder volume
can be expressed as

Uy =\/var(e\,) =\/V3r(CL e & pf

(6-11)
=W B8 2 erouy

whererp is the correlation coefficient for the length and diameter errors.

6.4 Identify Measurement Process Errors

As discusseth Chapter 2, measurement process errors are the basic elements of uncertainty
analysis. Once these fundamental error sources have been identified, we can begin to develop
uncertainty estimates.

6.4.1 Cylinder Volume Example
In this example, the measurent process error sources are:

1. Bias in the micrometer readingsds).

2. Repeatabilityor randomerror resulting from different values obtained from
measurement to measuremenatny.

3. Resolution error due to the finite resolution of the micrometer readiegs (
4. Operator bias on the part of the measuring technion (
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5. Error resulting from any thermal or other correction due to a departure from
nominal environmental conditioner).

The errors in length and diameteeasurements andg,, can be expssed in terms of their
constituent process errors

€& = Qbiast Qrant Qrest q_0p+ 8 env (6-12)
and

& = eDbias+ %ran+ %res+ eDop + Eenv (6-13)

For this example, the nominal or design specifications for the steel cylinder@ia2@

Length (o) = 0.65cm
Diameter Do) = 1.40 cm
Volume Vo) = 1.0cc

and the measurement process specifications are

Micrometer Bias: ° 0.2mm with 97.5% confidence
Digital Resolution: 0.1 mm

Ambient Temperature: 24 C° 2.5 C with 95% confidence
Thermal Expansion Coefficient for Steel: 5.33 10%/7C° 0.53 10%/C

Thermal Expansion Coefficient for Micrometeri.23 10°/C° 0.23 10%/C

Repeat measurements of the cylinder length and diameter, collected in pairs, yielded the data
listed in Table 6L.

Table 6-1. Offset from Nominal Values

Sample | Length Offset | Diameter Offset
Number (mm) (mm)

1 0.4 0.2

2 0.3 0.3

3 0.3 0.4

4 0.4 0.5

5 0.5 0.3

6 0.3 0.2

7 0.4 0.4

6.5 Estimate Measurement Process Uncertainties

The specification information antle data in Table-& are used to estimate the process
uncertainties for the cylinder length and diameter measuremBmsmethods of uncertainty
estimation are summarized below.

ULbias, Ubbias - Measurement bias uncertainty is determined heuristically from
micrometer tolerance limits and-tnlerance probabilities.

Uran, Ubran - Repeatability uncertainty determined statistically from
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measurement data.

ULres, Upres - Resolution unceainty is determined heuristically from the
micrometemresolution specification and containment probability.

ULop, Ubop - Operator bias uncertainty is determined heigaly based on the
micrometemresolutionand a containment probability.

ULen, Upenv - Environmental factors uncertainty is determimediristically
from tolerancesnd intolerance probabilities for the environment
monitoring equipment.

6.5.1 Measurement Bias Uncertainty

Measurement bias can be considered to be a normally distributed error source. Therefore, the
uncertainty in the micrometer bias can be expressed in terms‘obthenm containment limits,

97.5% containment probability, and the inverse normal distribdtinction,F- (+)

0.1 mm
F1él 8979 /2,0
_0.1mm
22414

Upias =

=).045 mm = 0.0045 cn

The micrometer is used to measure cylinder length and diametg,; 0= Uppias ©.0045cm

6.5.2 Repeatability Uncertainty

As discussed in Chapter@peatability uncertaintis equal to the standardwdation of the
sample data.

uex,ran = %(
where

=1 A(x %
S« n_lizl)ﬁ

andx; is theith reading and the mean value of the sample is computed from

X==(x% v & Of).

In this example, the length measurements are recorded in offset units from the nominal length,
Lo. The mean of the offset values for thydinderlength is

— _(04+03+03 ©4 85 03 0 m
ffset = 7

_2.6mm

.37 mm = 0.037 cm
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and the differences between the measured offset values and theffaetwalue are

Lottset - Lofiset 0.4 0.37  G:03mm
LoffseE = Offset :03 937 2097 mr

Loffse§ = I:offset :03 937 :097 mﬂ
Loftset, = Loftset 0.4 0.37  6:03mm
Loftset - Loftset 0-5 ©.37  G:13mm

Lotseg = Lofiset 0.3 0.37 2067 mr
Loftet, - Loftset 0.4 ©.37  G:03mm.

The standard deviation is

o - \/(0.03)2+( 0.0%  00F ( cﬁ 03 ( epZ (

= ’%smm =0.076 mm = 0.0076 cm.

Thus, the repeatability uncertainty for the cylinder length measurement is
Uy ran = 0.0076 cn.

The mearor averageylinder length measuremeist i

I: = LO {offset
=(0.65 +0.037 cn
=0.687cm

and the repeatability uncertainty in the mean cylinder length is

0.0076
Ufpan =— = %£.0029 cn.

Nij

mm

The mean length will be used to comptitecylinder volume, sal;,,, will be used irthe

combined uncertainty estimate.

Similarly, the mean of the offset values for tyinderdiameter is
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. _(02+03+0.4 ©5 83 02 0OpH4
Doffset = 7 mm
2.3

=— mm =0.33mm =0.033 cm

and the differences between the measured offset values and the mean offset value are

Dofises - Dofiset 0.2 ©.33  =0.13mn

Dofises - Dofiset 0.3 0.33  =0.03mr
Dofisey = Dofiset 0-4 0.33  6:07 mm
Doffset, = Doftset 0-5 0.33  &:17 mm
Doftset ~ Dofiser 0.3 .33 =0.63mr

Dofiseg - Dofiset 0-2 0.33  =0.13mr
Dofiser, = Dofiset 0-4 .33 G:07 mm

Thestandard deviation is

_\/(-0.13)2 { 003 (00F (elf ( 003 ( oh3-( o)
SDofrset 6

mm
= ,%‘Q’mm =0.11 mm = 0.011 cm.

Thus,repeatability uncertainty for the cylinder diameter measurement is

Upran = 0.011cm

The mean or average cylinder diameter measurement is

D= D0 +I:_)offset
=(1.40 +0.033 cn
=1.433cm

and the repeatabilityncertainty in the mean cylinder diameter is

_0.011cm

u — =
Dran \/7

The meardiametewill be used to computiecylinder volume, salg,,, Will be used inthe
combined uncertainty estimate.

$.0042 cm
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6.5.3 Resolution Uncertainty

To estimate theesolutionuncertainty, we note that the micrometer has a digital readout.
Therefore, the resolution error can be assumed to be uniformly distributet s mm
containment limits and 100% containment probabilifrerefore, the resotion uncertainty is
computed to be

_0.05mm

Ures = T

Since the micrometer is used to measure cylinder length and diameter,

$0.029 mm $©.0029 ci

UL res = Upres ©.0029 cm

6.5.4 Operator Bias Uncertainty

Operator bias can be considered to be a normally distributed error sdorestimateperator
biasuncertainty, we will assume containment limits that are based on roughly half of the
resolution error with 90% containment probability. This resulehioperator bias uncertainty
of

Uop = (?"‘E’)(O'Olcrﬁ -0.0030 cn.
F g1+0.90 /2 g

The same person measured ayiinlength and diameter, $p,, = Upo, 0.0030 cm

Note: Containment limits for the operator bias are not necessarily based on
resolution error. Any appropriate knowledge about operator bias can be used to
develop containment limits and confidence levels.

6.5.5 Environmental Factors Uncertainty

We are interested in determining the uncertainty in the length and diameter measurements
resulting from temperature effects. Therefore, we must consider the thermal expansion of the
cylinder andhemicrometer, as well as the uncertainty in the envirorialéemperature
measuremerdnd the uncertainty in the expansion coefficiéfts.

The effect of temperature deviation from ZDon the measured cylinder length is
DL =Lo3 (&1 am)3 DT (6-14)

where
ac = cylinder expansion coefficient 5.33 105 C

am = micrometer expansion coefficient £23 10% C
DT = ambient temperatufiereference temperature = 2871 20 C =4 C
Lo = nominal cylinder length = 0.65 cm.

48 This analysis is similaio the environmental factors error model developed in Chapter 5, Section 5.4.5.
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Similarly, the effect of temperature deviation from ZDon themeasured cylinder diameter is
DD =Do3 (a1 am)® DT (6-15)
whereDo = nominal cylinder diameter = 1.40 cm.

The length change error is expressed as

L =C14& M2 £ &3 (6-16)
where
_pD _pD _ D
C 1= T, ¢,=t— =1, Tland ¢ .=H 2 .
L1 i =5 L2 N o Tl and c 3 L D Ao(a. )

The diameter change error is expressed as

€D =Cp1 £ D2 £ B3 Do (6-17)
where
CD]_:H D :DO -I:, CDZZH = DO T! and CD3:% zDo(ac '@n)
c m M

Applying the variaoe operator to equation-®) we have

Var(‘&’DL):Vaf(cu(§C o £ 43 U)?
=cfyvar(e, ) Hpvar( g ) &avar(pe) Xiqacol L6 J (6-18)
+2c10300v(&,_ , 6r) +22q3c0 £, gf.

From Axiom 2, the uncertainty in the length change error can be expressed as

2 2 2 2 2 2
ci1u + u +G5 U x s u,u
L1 eac q_2 %n CI’_3 T Ql E 2 eac y %T] g nf

+20L10L3reac,gru £%0 2G2¢3 7 46 ¥ al%p

Up. = (6—19)

No correlations should exist between the expansion coefficient egprand e; , or between
the temperature errogyr , and the expansion coefficient errors. Therefore,

reac, &, =0, Fe, . & =0, le,

and the uncertainty in the length change error can be expressed as
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— 2 -
Similarly, the uncertainty in the diameter change error can be expressed as

wp = \[Batf, Bl Bl (6-21)

The appropriat@robability distributiorfor the temperature error and expansion coefficient
errors is the normal distributiorTherefore, the associated uncertainties can be estimated from
the containment limits, contanent probability and the inverse normal distribution function. In
this analysis, we will use a 95% containment probability for all three error sources.

The uncertainty in the temperature measurement error is expressed in ters @@
containment lnits and 95% containment probability

2.5°C 25T

Ug = £276 C
DT F-1[@ +0.95)/4 1.9600

Note: In this example, only the error resulting from the temperature measuring device
is considered. However, other error sources resulting from variation in the room
temperature and in the cylinder and micrometer temperatures during the measurement
process myalso need to be considered.

The uncertainty in the cylinder expansion coefficient is estimated fror&3 10°% C
containment limits an85% containment probability

_05210%/T 05 1c® /1 C

u =
% _.141+095§  1.9600
¢ 2 9

@255 19° / C

The uncertainty in the micrometer expansion coefficient is estimatedfb@? 10% C
containnent limits and5% containment probability

. =02 10%/T 02 10 /1 C
€am _141+095 §  1.9600
F 9%72 9

8102 19° /

The sensitivity coefficients faguation (620) are

ct. = 065cm34 C=26cmC
CL2 1T065cm®4 C=17126cmC
CL3 0.65 cm? (5.31 1.2)3 105 C = 2.67 10%°cm/C

and the uncertainty in theylinderlength change error is computed to be
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u,l:\/(z.e)2 {0.255 %Loe)z (+2F ( ou02 16)82 (267 ft)zs( 1.)%6
=1.222 10" cm=3.48 316 cm.

The uncertainty ithe cylindedength due to environmental factors error is

ULeny = Up. 3.48 20° cn.

The sensitivity coefficients faquation (621) are

cor = 140cm 4 C=56cmC
11.40cm®* 4 C=1756cm C
1.40 cm? (5.371 1.2)3 10%C = 5.743 10%°cm/C

Cp2
Cb3

and the uncertainty in treylinderdiameter change error is computed to be

uDD:\/(S.G)Z {0.255 3106)2 (+5§ ( o0w102 16)32 (5 ft)zs( 1.376
=5.60° 10*! cm

=7.48 310° cm.
The uncertainty ithe cylinderdiameter due to environmental factors error is
Upeny = Uop .48 30° cn.
6.6 Compute Uncertainty Components

Applying the variance operatty equation (€12), the uncertainty in the averagginderlength
measurement can be expressed as

Ut :\/ uI%bias ﬁ%ran tltI2_res l'%op u2I_"e'n\- (6-22)

Similarly, applying the variance operatorequation (613) gives the following expression for
the uncertainty in the averagglinderdiameter measurement

uf):\ju%bias "Ul:g)ran lj’%)res L%op LFD n: (6-23)

Note: There are no terms correlating process uncertainties within each
component expression becauselémgth measurement process errors are
independent of one another, as are the diameter measurement process errors.

The uncertainty in the average length measurement is computed to be
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" :\/(0.0045 cn)® 4 0.0029c)f (+ 0.00294fn (+ 0.0030)ém|( + 3.48 %10 )2c

=/4.61310°% cm .0068 cm

The uncertainty in the average diametsasurement is computed to be

Us :\/(0.0045 cn)® { 0.0042c)f (+ 0.0029§fn (+ 0.0030)ém|( + 7.48 %10 )2c

= «/0.000055 crh = 0.0074 cm

The degrees of freedom for the component uncertainties are computed using the Welch
Satterthwaite formula

ut
_ = L -
ne 2 2 . 7 2 (6-24)
Uy bias 4+ —Lran +u Lres Lop u_g.env
M bias ran ks Lcﬂ Ledd
and
4
uf
— D
/75 = (6'25)

4 4 4 4 4
quias+uDran +uDres liDOID uJpenv

Mppias Bran Bles D6b Defl

The degrees of freedom for all of the process uncertainties were assumed to be infinite, except
for therepeatabilityuncertaintiesup, ., and Ug,,,,» which have degrees of freedom equal to 6

(i.e., sample size miswone). Therefore, the degrees of freedom for the component uncertainties
are computed to be

4 0 4,
u- a9.0068 cm o
n- = 3 L g s 18%.4
L= fran 4 £0.0029 cm 0
ran
ud é% 0074 cm 6
N5 = Bran : 4D & . 6 °FF
uz ¢0.0042cm =
Dran

where the degrees of freedom are reported to the nearest whole numizei81 and/75 =58.

6.7 Account for Cross-Correlations

Before we combine the length and diameter measurement uncertainties, we must consider if
there are any crosrrelations between the length and diameter measurement process errors.
First, we need to write an equation that expresses the correlation coeffigiefy the

component errorg anda, in terms of the crossorrelation coefficients for the process errors
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non
4 & fipiWilbi (6-26)
U Up iz 4 {I,DJLLI Lbj

I'p~=

whereripj is the crossorrelation coefficient between tlea and @ process errors for the
length and diameter components, respectively.

The crosscorrelation coefficients can range from minus one to plus one. A positive coefficient
applies when the error gices are directly related. A negative coefficient is used when the error
sources are inversely related.

Second, let us review what we know about the cylinder measurement process.

1. Both length and diameter are measured using the same device (i.eQaeter).
2. All measurements are made by the same person (operator).
3. All measurements were made in the same measuring environment.

Given this knowledge, we can assert that the following praresssare crosscorrelated
between the length and diameter components:

1 Measurement Bias@a nias and @pias
1 Operator Bias aop and &op
¢ Environmental Factorsa envand @eny

Therefore, equation {B6) becomes

b= ( fbias, Dbiad Lbiad! Dbias T ’I:qp Dolﬂ Lo‘ﬂ Dop + fenv rnel{enquen\) : (6'27)

u_Up

6.7.1 Measurement Biases
Since the same device is used to measure the cylinder length and diameter, the micrometer bias

for these measurements is the samnethis instance, the crogerrelation coefficient piaspbias
is equalto 1.0.

Note: The micrometebias may vary slightly over its range. However, in this
analysis we assume that this variationegligible

6.7.2 Operator Biases

Although the same operator makes Hetigth and diameteneasurements, human

inconsistency prevents us from assignacorrelation coefficient equal to 1.0. However, we

also know that the correlation coefficient should not be equal to zero either. Given that this is all
we can say from heuristic considerations, we will set the -@osslation coefficient between

length and diameter operator biages,pop equal to 0.5.
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6.7.3 Environmental Factors Errors

As shown in Section 6.5, the length and diameter change errasisand ep, are functions of

the expansion coefficient and temperature change errors. Consequently, an increase or decrease
in e will result in a proportionate increase or decreas@dn Therefore, the crossorrelation
coefficients Lenypeny IS equal to 1.0.

The correlation coefficient.o can now be expressed as

I'p~= (uLbiasquias $.5u Lo;}'I Dop ) en! Der)v- (6'28)

U Up
6.8 Combine Uncertainty Components

The equation for theylinder volumeuncertaintyis obtained by substituting equatiorZ8) into
equation (611)

W = \/C%L% +C[g) l‘% 2'% %( Ubias bias 06 LIl_op l-bop Utny uDer)\/ (6-29
where the sensitivity coefficients are

0 2,
1.433cm 8 4 613cF

and

Cs =p[%§ §3.14159 0.687cm§§-'432ﬂn 1547 &.

- ¢

|-O:0n

The cylinder volume uncertainty is computed to be

(1613 cn?r)2 (0.0068 cif +( 1.547 &)12( 0.0074¥m

U = .
+2(1.613cm )( 1.547 ch) 0.0045¢fn + ¢5 0.00398m(  3.4§EmisTm) 1017 £

=\/(1.2o cnf +1.31cf 4124 cﬁ) 10
=J3.75 310% cni 0.0194 crh .

The degrees of freedom for the cylinder volume uncertairgyestimatedsing the Welch

Satterthwaite formula
4
R et (6-30)
U ., &Y%
nc B

where Uy, is the total uncertainty computed without cressrelations between the uncertainty
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components and ug .*°

Uy =R +E (8 Q[(l.eslacm2 G.OO680|)% ( 2547 ch cﬁoo74)c2n

=,/0.00012 cri +0.00013cfn § 0.000258m =0.0158%m .

The degrees of freedom for the cylinder volume uncertaireggomputel to be

(0.0158 cn~“7)4
465.7

e (1.613cn~’r3 0.0068c¥+( 1.547 G 0.0074)c4m

181 58

and aregeported as the nearest whole numbgr=166.

6.9 Report Analysis Results

We have accounted for all uncertainties considered to be relevant to the cylinder volume
measurement process and can now evaluate the results of our analysis. In this case, we are
interested in the uncertainty in the cylinder volume computed from thageveangth and
diameter measurements corrected to@Q0

6.9.1 Cylinder Volume and Combined Uncertainty

The cylinder volume is computed using the average cylinder length and diameter corrected to
20 C. The average cylinder length and diameter alwere computed to be 0.687 cm and
1.433 cm, respectively. Equationsi8) and (615) can be used to estimalte effect of
temperature deviation from 2€ on the measured cylinder lengthd diameter.

DL = 0.65cmd (5.37 1.2)10% C3 4°C
= 1.073 10°cm
DD = 1.40 cm® (5.37 1.2)10%C3 4°C

2.30% 10°cm

Both the length and diameter expansion are considered to be insignificant for this analysis.
Therefore, the cylinder volume can be computed using the uncorrected deagigeand
diameter.

V =pL (6-30)

LA AN

ST

whereL =0.687 cm and = 1.433 cm. The cylinder volume is computed to be

49 While theWelch-Satterthwaite formula is applicable for statistically independent, normally distributed errorssibaare
usually be thought of as a fair approximatinrtases where error sources aregtatisticallyindependent
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V = 3.1415% 0.6873 (1.433/2% = 1.108cm®

with an uncertaintyof u; = 0.019 cm and 56 degrees of freedom.

6.9.2 Measurement Process Errors and Uncertainties

The measurement process errors, corresponding distributions, uncertainties and degrees of

freedom are summized in Table 2.

Table 6-:2. Measurement Proces$ncertainties for Cylinder Volume Measurement

Estimated
Error Error Error Standard Deg. \Sensitivity Component
Source Limits |Containmen Error |Uncertainty Estimate of Coeff. | Uncertainty
(cm) Probability | Distribution ~ (cm) Type | Freed,| (cn?) (cmd)
Abias ° 0.01 97.5% Normal 0.0045 B a 1.613 0.0073
Ebias °0.01 97.5% Normal 0.0045 B a 1.547 0.0070
€an 0.0029 A 6 1.613 0.0047
Esran 0.0042 A 6 1.547 0.0065
Qres ° 0.01 100% Uniform 0.0029 B a 1.613 0.0047
Eres ° 0.01 100% Uniform 0.0029 B a 1.547 0.0045
Qop °0.01 90% Normal 0.0030 B a 1.613 0.0048
&op °0.01 90% Normal 0.0030 B a 1.547 0.0046
Aenv Normal | 3.483 10° B o 1.613 | 5.613 10°
env Normal | 7.483 10° B o) 1.547 | 1.163 10°

The component uncertainty is the product of the standard uncertainty and the sensitivity

coefficient. The relative contributions of the component uncertainties to the overall cylinder

volumeuncertainty are shown in Figurel6 Recall from equation {B9), the uncertainty in the
cylinder volume accounts for cressrrelations betweea pias and @pias, @ op aNd &op, aNd G env

andaenv Consequently, measurement bias uncertainty (i.e., micrometer bias uncertainty) for

length and diameter atke largest contributors to tlhacertainty in cylinder volume, followed
by operator bias and diameter repeatability.
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Figure 6-1. Pareto Chart for Cylinder Volume Measurement

6.9.3 Confidence Limits

Thecombineduncertainty and degrees of freedom can be used to compute confidence limits that
are expected to contain the trmdinder volumewith some specified confidence level or
probability,p. The confidence limits are expressed as

Ve ta2 M (6-32)

where the multipliertazn, is thet-statistic anda = 1- p.

For this analysis, let us assume that we want 99% confidence limitp €.6.99). The
corresponding-statistic isto.oos,56 @2.6 and the confidence limits are computed to be

1.108cnt° 2.63 0.019chor 1.108cni° 0.049 ct.

6.9.3.1 Single Cylinder Volume Measurement
To compute the confidence limits for the cdéar volume determined from a single pair of
length and diameter measurements, ., and Us .,, must be replaced with,ran andup ran in

equations (82) and (623), respectively.

The uncertainty components, andup are then computed to be

u, :.\/(0.0045 cn)® « 0.0076 chf (+ 0.0029 §f ( + 0.0030)8m( +3.48cni @)20

= J9.54 2105 cr?  .0098 cm
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2
Up =\/(o.oo45 cn)® « 0.011chf (+ 0.00299f (+ 0.0030)c2m( +7.48 e @)[o

=J1.59 310% cr?  0.0126 cm

The associated degrees of freedom for these uncertainty components are similarly computed by
substitutingug. ,, and Ug ., With UL ran andup ran, respectively.

4 o 4,
I a0.0098 cm 0

n= (G ° 166
T e Sa T B oo76cm O
4 o 4,

ny= g 3 U, a0.0126 cm 8 <
oyt ¢0.0110cm 2

The degrees of are reported to the nearest whole numiperd,7 and /7y =10.

Thecylinder volume uncertainty is then computed by substitutirendup for uz and uz in
equation (629).

(1.613cn~’r)2(o.0098c;|)%+( 1.547&)12( 0.0126 ¥ém

+2(1.613cr)( 1547 ch)§ 0.0045¢f + ¢.5 0.0039¢m(+ 3.4§CmasTm) 0%

\/(2.480n? +3.80 cif +1.24cﬁ) 20 J=752 B ém 0:027%m .

The corresponding degrees of freedamcomputed using the Welch Satterthwaite formula

where U, is thecylinder volumeuncertainty compted without crossorrelations.

W = G

:\/(1.613cn?r 30.0098c.)§ (+ 1.547 ém 30.0126):2n

=0.025cn .

The degrees of freedom for the cylinder volume uncertairggomputed to be
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(0.025 crﬁ)4

(1.613cn~’r3 0.0098c¥+( 1.547 G 0.0126):4m
17 10

21.8.

/7\/:

and argeported as the nearest whole number:=22.
The confidence limits, relative to a single cylinder volume measuresment

Ve tar2 - (6-33)
For a 99% confidence leveb,oos,22@2.82 and the confidence limits are computed to be

1.108cni° 2.823 0.027 chor 1.108cn?° 0.076 ci¥.
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CHAPTER 7: MEASUREMENT SYSTEMS

7.0 General

This chapter discussése approach used to estimate the uncertainty of a quantity (or subject
parameter) that is measured with a system comprised of component modules arranged in series.
The analysis process traces system uncertainty module diylenfoom system input to system

output.

Subject
Parameter
Value
X Y Y. Y. Y
—>» M, — > M, — » Mg i » M, A
Sensor Interfacel Low Pass Filter Interface2
Measured
Value
Y, Y, Y, Y. Y,
“p M, = —p M, ©—» M, T —» M, e
Amplifier Interface3 A/D Converter Data Processor

Figure 7-1. Block Diagram for Example System

System uncertainty analysis follows a structured procedure. This is necessary because the output
from any givermodule of a system may comprise the input to another module or modules.

Since each module's output carries with it an element of uncertainty, this means that the same
uncertainty may be present at the input of some other module.

7.1  System Analysis Procedure

In analyzing lineameasuremergystems, we develop output equations for each module. From
these equations, we identify sources of error for each module. We then estimate the uncertainty
in each error source amdmputethe combned uncertainty in the output of each module. In

doing this, we make certain ththe uncertainty in the output of each module is included in the
input to the succeeding module in the system

In this respect, the system analysis results are computegindwat differentlythanthose
previously discussed for direct measurements and multivariate measurements. The general
system analysis procedure consists of the following steps:

Develop the System Model

Define the System Input

Define the System Modules

Identify Module Error Sources
Develop Module Error Models
Develop Module Uncertainty Models
Estimate Module Uncertainties

No ok owdE

79



8. Compute System Output Uncertainty
9. Report Analysis Results

The processes for developing a system model and the corresponding sugduteequations are
presented. Processes for identifying measurement process errors, estimating their uncertainties
and accounting for correlatiomsepresented using a load cell measurement system for

illustration.

7.2  Develop the System Model

The frst step in the system analysis procedure is to develop a model that describes the modules
involved in processing the measurement of interest (i.e., subject parameter). The model should
include a diagram depicting the modules of the system and theis iapd outputs and identify

the hardware and software used.

The system diagram can be a useful guide for developing the equations that describe the module
outputs in terms of inputs and identify the parameters that characterize these processes. It may
also be beneficial to develop a functional model that relates component errors to the overall
systemoutputerror.

7.2.1 Load Cell Measurement System

In this example, a load cell is calibrated using a weight standard, as illustrated in F2gure 7
Thecalibration weight is extended from the load cell via a monofilament Tihe. DC voltage
output from the amplifier module is measured with a digital multimeter (DMMYee repeat
measurements of DC voltage are obtained by adding and removing thatadilveight.

8062A| Readout
DMM | Device

Model TMO-2
Amplifier/Conditioner

MDB-5-T
Load Cell

Callibratior
Weight

Figure 7-2. Load Cell Calibration Setup
The purpose of this analysis is to estimate and report the total uncertainty in the average DC

voltage obtained via the load cell calibration procdss. the load cell system analysis, we need
to define the mathematical relationship between the quantity being investigated and its

80



component variables. In this case, measurement is made through a linear sequence of stages as
shown in Figure 8.

Calibration Measured
Weight Voltage
X Y, Y, Y,
— M, » M, » M, ——»
Load Cell Amplifier/Signal Digital
Conditioner Multimeter

Figure 7-3. Block Diagram of Load Cell Measurement System

The outputy, from any given module of the system may comprise the input of another module
or modules. Since each module's output carries with it an element of uncettt@ntiyis
uncertainty maye present at the input of a subsequent module.

7.3  Define the System Input

The second step in the system analysis procedure is to define the quantity or parameter value that
is sought through measureméhtThe nominal (or expected) input value, measugnt area and

units are specified during this step.

7.3.1 Load Cell Measurement System

As previously indicated, a weight standard is used to calibrate the load cell measurement system.
The nominal value of the calibration weight is stated to be 3nrlthis case, thaominal value

for the system inpus 3, the input measurement aredaceand the units aredb

7.4  Define the System Modules

Once a sufficiently detailed block diagram has been established, the equations that relate the
inputs awl outputs for each modutanbedeveloged The basic approach is to clearly describe
the physical processes thetnsformthe system inputlong its path from module to module.

74.1 Load Cell Module (Mz)

The first modulen the load cell measurement systeomsists of an MDES-T load cell

manufactured by Transducer Techniques, Inc. This load cell is a passive sensor that requires an
external voltage source and has a rated output of m¥minal for loads up to 51b

Therefore, the nominal sensitivity of the load cell is 0.4 mVAV/Ib

The basic transfer functidor the load cell module is given in equatiorl(/

LCout =W3 S3 Ve (7-1)
where
LCout = Load cell output, mV
W = Applied load or weightlbx
S = Load cell sensitivity, mV/V/Ib
Vex = Excitation voltage, V

50j.e., the input stimulus to the measurement system.
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7.4.2 Amplifier Module (M 2)

Thesecond system module iFMO-2 Amplifier, manufactured by Transducer Techniques Inc.
This moduleamplifies the m\output from thdoad cellmoduleto V. The nominal amplifier

gain is the ratio of the maximum amplifier output to the maximum load cell ouijnet basic
transfer function for this module ggven in equation (2).

Ampout = LCout® G (7-2)
where
Ampuw = Amplifier Output, V
G = Amplifier Gain, V/imV

7.4.3 Digital Multimeter Module (M 3)

An 8602A digital multimeter, manufactured by Fluke, converts the analog output signal from the
amplifier module to a digital signal and displays it on a readout device. The basic transfer
function for ths module is expressed in equatior3)7

DMMout = Ampout (7-3)
where
DMMout = Digital multimeter output, V

7.5 Identify Module Error Sources

The next analysis step is to evaluate module functions or parameters to identifthatroray
contribute to the totahodule output error

In the analysis of the load cell measurement system, error in the mass of the calibration weight,
errors intrinsic to the measurement equipment used, and other process errors are coAsidered.
list of applicable error sources is given below.

Bias in the value of the calibration weight

Errors associated with the MBBT Load Cell

Errors associated with the Model TMDAmplifier
Errors associated with the 8062A Digital Multimeter
Errorassociated with the repeat measurements taken

=A =4 =4 4 A

7.5.1 Load Cell Module (Mz)
For this module, the following error sources must be considered:

1 Bias in the value of the calibration weight
1 Excitation voltage error
1 Load cell error

Manufacturer's publishegbscifications for the load céllare listed in Table-1. The following
sources of load cell error will be included:

51 Specifications obtained from www.ttloadcells.com/nidad-cell.cfm
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Nonlinearity

Hysteresis

Noise

Zero balance

Temperature effect on output
Temperature effect on zero

=A =4 4 4 -4 -4

Table 7-1. MDB-5-T Load Cell Specifications

Specification Value Units
Maximum Applied Load 5 |bs
Rated Output (R.O.) 2 mV/V
Nonlinearity 0.05% of R.O. mV/V
Hysteresis 0.05% of R.O. mV/V
Noise (Nonrepeatability) 0.05% of R.O. mV/V
Zero Balance 1.0% of R.O. mV/V
Compensated TempRange 60 to 160 F
Temperature Effect on Output 0.005% of LoadF bt/ F
Temperature Effect on Zero 0.005% of R.O.F | mV/V/' F
Recommended Excitation Voltac 10 VDC

When developing an equation for the load cell mediileimpactof the error sources on the
outputmust be consideredzach of the error sources listed abave discussed briefly to
determinehow they should be accounted for in the load cell output equation.

7.5.1.1 Calibration Weight

The 3 I calibration weight has specified error limits°00.003 Ih. In this analysis, these limits
are interpreted to represent 99 % confiddimés. Theassociate@rror distribution is
characterized bthenormal distribution.

7.5.1.2 Excitation Voltage

Since the MDB5-T load cell is a passive sensor, it requires an external power supply. The
TMO-2 Amplifier provides a regulated 8 VDC excitation power supply Wi€h25 V error
limits. The excitation voltage error limits are interpreted to be 95% caomidienits for a
normally distributed error.

7.5.1.3 Nonlinearity.

Nonlinearity is a measure of the deviation of the actual tggoutput performance of the device
from an ideal linear relationship. Nonlinearity error is fixed at any given inputvabigis with
magnitude and sign over a range of inputs. Therefore, it is considered to be a random error that
is normally distributed. The manufacturer specificationits of ° 0.05% of the rated outpate
interpreted to be a 95% confiderimaits.

75.1.4 Hysteresis

Hysteresis indicates that the output of the device is dependent upon the direction and magnitude
by which the input is changed. At any input value, hysteresis can be expressed as the difference
between the ascending and descending ¢sitpdysteresis error is fixed at any given input, but
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varies with magnitude and sign over a range of inputs. Therefore, it is considered to be a random
error that is normally distributed. The manufacturer specificéitinits of ° 0.05% of the rated
outputareinterpreted to be a 95% confiderisrits.

7.5.1.5 Noise

Nonrepeatability or random error intrinsic to the device, which causes the output to vary from
observation to observation for a constant input is usually specified as noise. Thisweger so
varies with magnitude and sign over a range of inputs and is normally distributed. The
manufacturer specificatidmits of ° 0.05% of the rated outpateinterpreted to be 95%
confidencdimits.

7.5.1.6 Zero Balance

Zero balance refers to theraeffset that occurs if the device exhibits a{zeno output for a

zero input. Although zero offset error can be reduced by adjustment, there is no way to
completely eliminate it because we do not know the true value of the offset. The manufacturer
speification limits of © 1% of the rated outp@reinterpreted to be 95% confidenlomits for a
normally distributed error.

7.5.1.7 Temperature Effects

The load cell is part of a tension testing machine, which heats up during use. The load cell
temperature is monitored and recorded during the testing process and observed to increase from
75 Fto 85 F. The load celis subjected to the same temperatthange during calibration.

Temperature can affect both the offset and sensitivity of the load cell. To establish these effects,
the device is typically tested at several temperatures within its operating range and the effects on
zero and sensitivity ayutput are observed.

Although the load cell is used within its compensated temperature raagaahufacturer
acknowledges that sontempensatiorerrorexists hence thetatedspecificationgor
Temperature Effect on Output and Temperature Effect on. Ze

The temperature effect on output of 0.005% |dadpecified by the manufacturer is equivalent
to 0.00015 I¥ F for an applied load of 34b The temperature effect on zero and the
temperature effect on outpspecificationsare interpreted to bee 95% confidencémits for
normally distributed errors.

A 10 F temperature change is used in this analysis to account for temperature compensation
error. The temperature measurement error limit§ &eF with an associated 99% confidence
level. The temperature error is assumed to be normally distributed.

7.5.2 Amplifier Module (M 2)
For this module, the following error sources must be considered:

1 Load celloutputerror
1 Amplifier error
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The manufacturer's published specifications for the angptffare listed in Table-2. For a
recommended applied excitation voltage of 10 VDC, the MBBIload cell has a maximum
rated output of 20 mV. Therefore, the TMEKamplifier has a nominal gain of 10V/20 mV or
0.5 V/mV.

Table 7-2. TMO-2 Amplifier Specifications

Specification Value Units
Maximum Output Voltage 10 V
Gain (nominal) 0.5 VimV
Gain Accuracy 0.05% of Full Scale mV
Gain Stability 0.01% mV
Nonlinearity 0.01% mV
Noise and Ripple <3 mV
Balance Stability 0.2% mV
Temperature Coefficient 0.02% of F.S.IC mVv/ C

Given the above specifications, the following sources of amplifier error are applicable to this
analysis:

Gain accuracy

Gain stability (or Instability)
Nonlinearity

Noise

Balance stability
Temperature coefficient

=A =4 =4 =4 -4 -a

7.5.2.1 Gain Accuracy

Gain is the ratio of the amplifier output signal voltage to the input signal voltadbkis case,
the TMO-2 amplifier has a nominal gain of 10V/20 mV or 0.5 V/mWhe manufacturer
specified accurachmits of °© 0.05% of full scalareinterpreted to be 95% confidergaits for
a normally distributed error

7.5.2.2 Gain Stability

If the amplifier voltage gain is represented®y its input resistance dyand its feedback
resistance by, then oscillations are possible when

RG/
R+ Rf

=p.

These oscillations appear as an instability in the amplifier gain. The manufacturer specification
of 0.01% is interpreted to 15e0.01% of full scale. These limits are assumed to represent 95%
confidencdimits for anormally digtributed error

52 Specifications obtained from www.ttloadcells.com/TA2@fm
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7.5.2.3 Nonlinearity

As with the load cell module, actual amplifier response may depart from the ideal or assumed
output versus input curve. Nonlinearity errors are pbyapoint differences in actual versus
expected response over tlamge of input signal levels. The manufacturer specification of
0.01% is interpreted to 5e0.01% of full scale and representative of 95% confidéingés for a
normally distributed errors.

7.5.2.4 Noise

Noise generated within the amplifier that eatthe signal path causes errors in the amplifier
output. Since noise is directly related to gain, manufacturers usually specify noise error in
absolute units of Volts RMS or Volts petikpeak. The manufacturer specification of 3 mV
peakto-peak is esthated to bé 1.5 mV limits that are equivalent to 99% confidehoegts for

a normally distributed error

7.5.2.5 Balance Stability

Balance stability, or instability, refers to a Apero amplifier output exhibited for a zero input.
Although balance instability can be reduced by adjustment, there is no way to completely
eliminate it because we do not know the true value of the zkset.of he manufacturer
specification of 0.2% is interpreted to #e0.2% of full scale. These limits are also interpreted
to be 95% confidendamits for a normally distributed error

7.5.2.6 Temperature Coefficient

Both the balance (or zero) and gain are affected by temperature. Manufacturers generally state
this as a temperature coefficient (or Tempco) in terms of percent change or full scale per degree.
The manufacturer specificatidimits of ° 0.02% of full scke/ C areinterpreted to be 95%
confidencdimits for a normally distributed error

To quantify the effect of temperature, however, we must establish the expected temperature
change and use this with the temperature coefficient to compute expectédnariAs with the
load cell module, the impact of temperature correction error is estimated using a temperature
range of5.6 C (10 F) with measurement error limits 8f1.1 C with an associated confidence
level of 99%for a normally distributed error

7.5.3 Digital Multimeter Module (M 3)

Manufacturer's published specifications for the DC voltage function of the digital mulfifeter
are listed in Table-3. In this module, key error sources include:

T Amplifier output error
1 DC voltmeter accuracy

1 DC voltmeter digital resolution
1 Repeat measurements error

53 Specifications from 8062A Instruction Manual downloaded from www.fluke.com
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Table 7-3. 8062A DC Voltage Specifications

Specification Value Units
200 mV Range Resolution 0.01 mV
200 mV Range Accuracy | 0.05% of Reading + 2 digits mV
2 V Range Resolution 0.1 mV
2 V RangeAccuracy 0.05% of Reading + 2 digits mV
20 V Range Resolution 1 mV
20 V Range Accuracy 0.07% of Reading + 2 digits mV

7.5.3.1 DC Voltage Accuracy.

The overall accuracy of the DC Voltage reading for a 20 V range is specifieqd &5 % of
reading + 2 digits). Tésespecificationlimits are interpreted to 185% confidencéimits for a
normally distributed error

7.5.3.2 Digital Resolution.

The digital resolution for the 20 V Dfange is specified as 1 mV. Since this is a digital display,
the resolution error is uniformly distributed. Therefore, the resolution error fidits mV are
interpreted to be the minimum 100% containn@rthoundingimits.

7.5.3.3 Repeatability.

Random error resulting from repeat measurements can result from various physical phenomena
such as temperature variation or the act of removing asdsgending the calibration weight
multiple times. Repeatability ncertainty will be estimated using ttata listed in Table-4.

Table 7-4. DC Voltage Readings

Offset from
Measured :
Repeat DC Voltage Nominal
Measurement 9 bpC Voltage
V) V)
1 4.856 0.056
2 4.861 0.061
3 4.860 0.060

76  DevelopModule Error Models

The next analysis step isdevelop an error model for each modulle.most instances, the
module output is a function of several variables. Therefore, the error model must be developed
using a multivariate analysis approach.

As discussed in Chapter 6, the error model for a nauiite parametay = f(x,y,2) is expressed
as

€& =C £ €y y€8; ,

wherecy, ¢y, andc; are sensitivity coefficients that determine the relative contribution of the
errors inx, y andzto the total error ij. The sensitivity coefficients are dedd as
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For the load cell measurement system, equatio$ {firough (#3) providethebasis for the
development of the module error models.

7.6.1 Load Cell Module (M1)

The load cell output equation-{ must be modified before the associated error model can be
developed. Itis a good practicefist assigmnames tdhe relevantnoduleerror sourcgand
otherparametersTheload cell error source and paramatames, descriptions, nominal values,
error limits and confidence levels are listedrable 75.

Table 7-5. Parameters used in Modified Load Cell Module Equation

Paramete Description Nominal or Errpr Percgm
Name Mean Value Limits Confid.
We Calibration Weight or Load 3 Iby ° 0.003 I 99
S Load Cell Sensitivity 0.4 mV/V/Ikx
NL Nonlinearity 0 mVv/V ° 0.001 mVv/V 95
Hys Hysteresis 0 mVv/V ° 0.001 mVv/V 95
NS Nonrepeatability 0 mv/V ° 0.001 mV/V 95
Z0O Zero Balance 0 mVv/V ° 0.02 mv/V 95
TRe Temperature Range 10 F °20F 99
TEout Temperature Effect on Outpy 0 b/ F °1.5e4 I/ F 95
TEzero Temperature Effect on Zero | O mV/V/F |° 0.0001 mV/VTF | 95
Vex Applied Excitation Voltage 8V °0.25V 95

Next, given what is knowmbouttheload cell error sources listed in Tablb,/they must be
appropriatelyincorporate into equation (71). The modified module output equation is given in
equation (74).

LCout = [(We + TEou? TR¥)? S+ NL + Hys+ NS+ ZO + TEzerd® TR Vex (7-4)

From equation (-4), the error model for the load cell module is given in equaties).(7

Eeon — O, . s s€8nL NE Chys Hys€C s ns B 7o

+ CTEOUteTEOUt -}CTEZGI'O eEZero &TR: T% C-QX \éXe

(7-5)

The partial derivative equations used to compute the sensitivity coefficients are listed below.

CVVC :ut%;m =S %X CS:% :(WC -'Fl-:out -FRF) \é)%
_WCo
CnL = HI_ulc\:lcl)_m ex rys ” HHygt o
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— “I—COut j‘/ex Cro = “LCOUt wex

C
NS LINS ZO WO
H-Cout HCo
Creg,, = TRg S Cre,, = il TR,
Tou = | ey ¥x  Crese, TEyere F %

Crre = U:COut AThut & Toero) V

G\/eX_H:COut W TRy TRe) S® N Hys NS+ZO +3E, + M
eX

7.6.2 Amplifier Module (M 2)

The amplifier output equation ) must be modified before the associated error model can be
developed.Theamplifier error source and parameter names, descriptions, nominal values, error
limits andconfidence levels are listead Table 76.

Table 7-6. Parameters used in Modified Amplifier Module Equation

Paramete Description Nominal or Errpr Percent
Name Mean Value Limits |Confidence
LCout Amplifier Input
G Gain 0.5 V/ImV
Gacc GainAccuracy oV °5mV 95
Gs Gain Stability oV °1mV 95
GnL Nonlinearity oV °1mV 95
Gns Noise oV °1.5mV 99
Bst Balance Stability oV ° 20 mV 95
TC Temperature Coefficien 0V/C °2mvV/C 95
TRc Temperature Range 56 C °1.1C 99

Given whatis known aboutheamplifier error sources listed in Table7they must be
adequatelyncorporatel into the amplifier module output equationrZ). The modified module
output equation is given in equation@y.

Amput = LCout® G+ Gacc+ Gs+ GnL + Gns+ Bsi+ TC3 TR (7-6)
From equation (-6), the error model for the amplifier module is given in equatien)(7

= +
eAmR)ut CI-COut @Out -ICG Ge e-G‘Acc GAcc é Gs £G nL G

t G oy 0y B Cic 1€ Ctr TRE

(7-7)

The partial derivative equations used to compute the sensitivity coefficients are listed below.

_ PAMpyy¢ _ PAMRyyt
Con T Coy TS How ST yg,
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S HGs No MG NS MGns
_ PAMRyyt m _PAMRyt
o lpg T oemERRM TR omo ST plt T

7.6.3 Digital Multimeter Module (M 3)

The digital multimeter output equation must also be modified before the associated error model
can be developedlhe modifiedmultimeteroutput equation given in equationgy accounts for

the relevant module parameters and error limits listed in TaBleThe repeatability parameter,
Vian, IS estimated from the three repeat voltages listed in Tadble 7

DMMout = Ampout + DMMacc + DMMyes + Vian (7-8)
Table 7-7. Parameers used in Modified Multimeter Module Equation
Parameter Description Nominal or Error Percent
Name P Mean Value Limits Confidenc
Ampout DMM Input 4.80 V
DMMacc DC Voltmeter Accuracy oV ° (0.07% Read +2mV] 95
DC Voltmeter Digital o
DMMres Resolution ov 0.5 mVv 100

The corresponding error model for the multimeter module is given in equat®n (7

eDMMOut - CAmr‘but gm[?)ut -'CDMM Acc D'\ﬂ/l Acc %MM res DM’\?res c?/-'-ranv ral (7-9)

The partial derivative equations used to compute the sensitivity coefficients are listed below.

— “DMMOUt 4 — “‘DMMOU'{ 4
CAmFbut Comm Acc MM
HAMPHyt HDMM acc
C — HDMM oyt 4 - HDMMgyt 4
DMM res U.DM M res ran p—vran

7.7  DevelopModule Uncertainty Models

The next step in the system analysis procedure is to develop an uncertainty model for each
system module, accounting for correlations between error sources.

As discusse in Chapter 6the uncertainty in a multivariate paramegeran be determined by
apgying the variance addition operator

uq:\/var(cxex c, € & Z)e

- |22 ,22 .22
—\/cxux Uy €U, 2€,Cf ,UUy 2 8,CF U, 2 CRE,M M
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whereryy, r'xzandry; are thecorrelation coefficients for the errorsxny andz.

7.7.1 Load Cell Module (M1)

The uncertainty model for the load cell module output can be deterimregablying the
variance operator to equationgy.

uI-COut = Var(eLCOut)
8 7-1
B varacwce\% tCs & L M ®hys HE Chus nsE R0 (7-10)
¢ CTEOuteTEOut -+CTEZero eEZero e-TH: Tﬁ C-‘(éx \éxe

There are no correlations between error sources for the load cell module. Therefore, the
uncertainty in the load cell output can be expressed as

C\Ncul\t + CSUS +CZNLUNL Hys Hys gsuzNS C’Z-Edf

uLCOut = (7-11)
+CTEOutuTEOut +CTEZerouTEZero ﬁrRF UTR: cix Vex

7.7.2 Amplifier Module (M 2)

The uncertainty model for the amplifier module output is developed by applying the variance
operator to the corresponding error model given in equati@n. (7

Uning, = var(e Amm)
- 7-12
Var%;_com eLCOut + CG g +CGACC GAQ:C ¢GS GSe Ct (NRRCIVE ¢ ( )
¢ CorsCons *Crs B e 1€ Cfr TRE

There are no correlains between error sourcesherefore, the uncertaintgodel forthe
amplifier moduleoutput can be expressed as

CECOut I-COut (é UGZ +C§Acc L{SACC %S lés Q’g NLLf NL
2

AMRyy ) 2

T WG GG Gl Ch U

(7-13)

7.7.3 Digital Multimeter Module (M 3)

The uncertainty model for the multimetaodule output is developed by applying the variance
operator to the corresponding error model given in equatid. (7

8Camp. Camp. T Comm . EMm
UDMM — Var(E'DMM ) — Val’ Rout But Acc Acc (7_14)
QOut Out
c Comm..Comm .. & ¢

res res ran ran

There are no correlatns between error sources and the correlation coefficients all have values of
unity. Therefore, the uncertaintyodel forthe multimeter moduleutput can be expressed as
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— 2
uDMMom - \/uAmpom +u%MMACC l.l%'\/”\/'res l‘&an (7_ 15)

7.8 Estimate Module Uncertainties

The next step in the system analysis procedure is to estimate uncertainties inpacaaketers
and to use these estimates to compute the combined uncertainty and associated degrees of
freedom for each module output

7.8.1 Load Cell Module (M1)

The load celbutputuncertainty is computed from tlhiacertainy estimats andsensitivity
coefficients for eacimoduleparameter.

As discussed in section 7.5.1, @ the error sources identified for the load cglbduleare
assumed to follow aormal distribubn. Therefore, the corresponding uncertainties can be
estimated fronthe error limits,” L, confidence levelp, and the inverse normal distribution

function,F- ), as discussed i@hapter 3.

L

F-lél+p
& 5
c 2

For example, thbiasuncertainty of the calibration weight is estimated to be

__0003lp 0003 oo,y

F'1é1+0'99 0 2.5758
o 2 9

Similarly, the uncertaintdue to theexcitation voltage error is estimated to be

0.25V _0.25V

~ £-131+0.95 § 1.9600
¢ 2 9

1276 V.

ex

The sensitivity coefficientare computed using the parameter nominal or mean values.

G = S Ny Cs = (WC TRt 3|_F‘iF) ¥x
=0.4mV/V/b, BV =(3Ib; Ol / F 18 B "8V
=3.2mV/h =3l 3BV 24l W

Cne=Vex 8V Crys =Vex B8V Cns =Vex B8V Cz0 =Vex BV
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Crre = (TBout °S FBerd Vx  Crg,, = TRE °S ¥y

=(0 0.4mV/VI, 6 8V =10 F @4mVviVik 8%
=0 =32"F *mV/ly
CrEye, = TRE *Mx
=10 F 8V
=80 F 3V

o, =(We +TBoy TR:) S NL Hys NS ZO+ Fggt TR 3
=(3lb; I/ F 16 § "04MV/NVIb Omw#V O0OmVA/ 0mv/v
+0mVv/V OmVIV/ F 16 F
=3lb 2 0.4 mV/VIIG =L2 mVIV

Theestimated uncertainties and sensitivity coefficients for each parameter are listed in-8.able 7

Table 7-8. Estimated Uncertainties for Load Cell Module Parameters

Param Nominal or ° Error Percen Standard Sensitivity | Componen
Name Mean Value Limits Conf. Uncertainty | Coefficient Uncertainty
We 3 Ibx ° 0.003 Ib 99 0.0012 I 3.2 mV/lb | 0.0037 mV,
S 0.4 mV/V/itx 24 Ix*V

NL 0 mVv/IV ° 0.001 mVv/V 95 0.0005 mV/V 8V 0.0041 mV
Hys 0 mVv/IV ° 0.001 mVv/V 95 0.0005 mV/V 8V 0.0041 mV
NS 0 mVIV ° 0.001 mVv/V 95 0.0005 mV/V 8V 0.0041 mV
ZO 0 mVv/IV ° 0.02 mV/V 95 0.0102 mVIV 8V 0.0816 mV
TRe 10 F °20F 99 0.7764 F 0

TEout Olb/ F | °1.5310% b/ F 95 0.0001 Ib/F |32 FmV/Ibs 0.0024 mV!
TEzeo . OmV/F |° 0.0001 mV/VIE, 95 |0.00005mV/V/IF| 80 FV |0.0041 mV
Vex 8V °0.25V 95 0.1276 V 1.2mV/V | 0.1531 mV

The component uncertainties listed in Tabl@ are the products of the standard uncertainty and
sensitivity coefficient for each parameter. From equatiet),(the nominal load cedutput is
computed to be

LCout=W?3S3Vex=31x3 0.4 mV/V/lIlx3 8V = 9.60 mV.

Theload cell outputincertaintyis computed by taking the root sum square of the component
uncertainties.

(0.0037 m\)? +( 0.0041my* « 0.0041m¥ (+ 0.0041 ¥/
+(0.0816 mY)* { 0.0024 my* (+0.0041mV (+0.1531 ¥

= «/0.0302 m\¢ =0.174 mV
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The WelchSattethwaite formulagivenin equation (716) is used to compute the degrees of
freedom for the load cell outputncertainty

4
n = 7-16
Hout eqj\‘/ 4 4 4 A 4 4 4 4 4 cr (716)
é cq/‘l: 4+ OnUne HysBHys OnsUns Czddzo TTRE TTRE
e R Hs n&? zo! w1
é T’
6 A 4 4 A
H TEout uTEOut + TEzero TEzero +VexuVex
é
e TEOut 'L?EZero ex

The degrees of freedom for all of the error source uncertainties are assumed infinite. Therefore,
the degrees dfeedom for théoad cell outputincertaintyarealso infinite.

7.8.2 Amplifier Module (M 2)

The amplifieroutputuncertainty is computed from the uncertainty estimates arsitiséeg
coefficients for each modufgarameter.

As discussed in section572, dl of the error sources identified for the amplifieoduleare
assumed to follow aormal distribuibn. Therefore, the corresponding uncertainties can be
estimated from the error limitspnfidence level, and the inverse normal distribution functio

For example, the uncertaintipie tothe gain accuracy is estimated to be

_ 5mvV _5mv
= -1a1+0.95 3 1.9600
¢ 2 9

2551 mV.

Gace

The sensitivity coefficientare computed using the parameter nominal or mean values.

Clcg, =G 0.5VImV g = LCoyt 0.6 MV Copce =
CGS::L CGNL =1 CGNS:1
CBSt =1 Crc = TR‘C 56 C CTR_C =TC D

The estimated uncertainties and sensitivity coefficients fdn parameter are listed in Tabl®.7

Table 7-9. Estimated Uncertainties for Amplifier Module Parameters

Param. Nominal or| ° Error | Perceni Standard | Sensitivity | Component
Name Mean Valu¢ Limits | Confid.| Uncertainty = Coefficient | Uncertainty

LCout 9.6 mV 0.1740 mV | 0.5V/mV | 0.0869 V

G 0.5 VImV 9.6 mV

Gace oV °5mV 95 2.551 mV 1 0.0026 V

Gs oV °1mV 95 0.510 mV 1 0.0005 V
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GnL oV °1mV 95 0.510 mV 1 0.0005 V
Gns oV °15mV 99 0.583 mV 1 0.0006 V
Bst oV ° 20 mV 95 10.204 mV 1 0.0102 V
TC oV °2mv/C| 95 1.020 mV/C 56 C 0.0057 V
TRt 56 C °11C 99 0.427C 0 oV

From equation (2), the nominal amplifier output is computed to be
Amput = LCout® G=9.60 mV3 0.5V/mV = 4.80 V.

Theamplifier outputuncertaintyis computed byaking the root sum square of the component
uncertainties.

(0.0869 \)* +(10.0026 \* { 0.0005)/ (+ 0.0005)
+(0.0006 \)*  0.0102}* (+0.0057 }

= «/0.0077 \? =0.0877 V.

The degrees of freedom for the amplifier outpitertaintyarecomputed using the Weleh
Sattethwaite formula, as shown in equationrX7).

uAmFbut -

4
uAmFDut
n = :
Amout &ct 4 4 4 4 4 4 4 (7-17)

€ Cout Cout , GAcc GAcc L CsCs G L L IS NSE NS

é

é Mcout @ acc di (8 e \d

€ 4 4 a4 oo

é, CestUest C1dl1c [TRc TRC

& Igst Ac TRc

The degrees of freedom for all of the error source uncertainties are assumed infinite. Therefore,
the degrees of freedom for the amplifier outpaitertaintyarealso infinite.

7.8.3 Multimeter Module (M 3)

Themultimeteroutputuncertainty is computed from the uncertainty estimates and sensitivity
coefficients for eacimoduleparameter.

As discussed in section 7.5.3, the DMM accuracy error follows a normal distribution. Therefore,
theuncertaintydue tothe digital multimeteaccuracy is estimated to be

gg gV , 0.07 Lomy 3 1V 8
_c 100 1000 mV = 30.0034 V+ 0.002V 3 0.0054 V
Ui pe = == o 06027 V.
Acc = 181+ 0.95 § C 1.9600 = 1.9600
¢ 2 0
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The DMM resolution error follows a uniform distribution, $@ igital multimeter resolution
uncertaintyis estimated to be

_05mv _0.5mVv

u = &3mV 00003V
PWMes 3 1.732

Therepeatabilityuncertainty is the standhdeviation of the repeat measurements listed in Table
7-4. The mean voltage offset is

_ 0.056+ 0.061+ 0.0BQ/ _ 0177

V] V =0.059 V

offset 3

The differences between the individual voltage offsets and the mean value are

Vigttset- Voftset 0.056 V. 0.059V= 0.003"
Vooiset- Voftser 0.061V  0.059V= 0.002V
Vaofset- Voftser 0060V 0.059V= 0.001V

The standard deviation is

S/offset -

- /M =/0.000007 ¥  9.0026 \

Thus, theepeatabilityuncertainty is

J(o.oos V)? +(0.002)* £ 0.001y
2

u, =0.0026 V

The mean voltage is

\7:V0 -Ivoffset
=(4.80+ 0.059 \
=4.859V

and therepeatabilityuncertainty in the mean voltage

~_0.0026V _0.0026 V
Van J3 1.732

0015 V.

The mean voltage is the reported output value in this analysd%a?should be used for the
combined uncertainty estimate. The estimated uncertainties for each parameter are listed in

96



Table #10.

Table 7-10. EstimatedUncertainties for Digital Multimeter Module Parameters

Paramete Nominal or| ° Error Percent Standard | Sensitivity | Component
Name |Mean Value Limits Conf. Uncertainty | Coefficient | Uncertainty
Ampout 4.80 V 0.0877 V 1 0.0877 V
DMMacc oV ° 0.0054 V 95 0.0027 V 1 0.0027 V
DMMres oV ° 0.0005V 100 0.0003 V 1 0.0003 V
Vran 0.059 V 0.0015 V 1 0.0015 V

The average DMM output voltage is 4.859 V anduheertainty in this value is computed by
taking the root sum square of the standard uncertainties.

Uowng,, = (00877 V)2 {0.0027Y? (-0.0003)F (+0.0015)%

= «/0.0077 \VV =0.0878 V.

The degrees of freedom for the DMM outpuicertaintyare computed using the Welch
Satterthwaite formula given in equationi8).

u4
- DMMout
Movwmoyt = A 7 7 1 (7-18)
Amout | DMMage | DMMreg Lbl ran
nAmFOut %MMACC i res V rgn

The degrees of freedom for error source uncertaintiesasstaned to be infinite, except for the
uncertainty due to repeatability error, which has a degrees of freedom equal to 2. So, the
degrees of freedom for the estimated uncertainty in the DMM output voltage is computed to be

4 4
u o
DMM a9.0877V 0 4
Nowm = s — ot 5 2 58
owm = {fan o 0.0015V 2 1589
ran

79  Compute System Output Uncertainty

In general, the system output uncertainty is equal to the output uncertainty for the final module.
The associated degrees of freedom for the system output unceataialyo equal to the degrees
of freedom for the finamodule output uncertainty.

In the evaluation of the load cell system modules, it has been illustrated how the uncertainty in
the output of one module propagates through to the next module in the Beries3 I input

load or weight, the averaggstem outputV , and output uncertainty; , are 4.859 V and
0.097 V (or 97 mV), respectively.
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Note: The load celkystem analysis can be duplicated for other calibration
weights The resulting input weights, output voltages and uncertainties could then
be used to create uncertainty statements for a range of values.

7.10 Report Analysis Results

The analysis results for the load cell measurement system are summarized inTlabkes/

should be expected, tlsggnal outputincertaintyincreases substantially as errors propagate
through the amplifier module.

Table 7-11. Summary of Results for Load Cell System Analysis

Module Module Module Standard | Degrees of

Name Input Output Uncertainty| Freedom
Load Cell 3 Iby 9.60mv | 0.174 mV o
Amplifier 9.60 mV 480V 87.7 mV o
Digital Multimeter 480V 4.859 V 87.8 mV o

It is useful to take a closer look to determine how the uncertainties for each module contribute to
theoverall system output uncertainty. This can be accomplished by viewing the pareto chart for
each module, shown in Figurestthrough 76.

The pareto chart for the load cell module shows that the excitation voltage and zero balance are
the largest contoutors to thdoad celloutputuncertainty Replacement of the TMQ excitation
voltage with a precision voltage source could significantly reduce the load cell output

uncertainty Mitigation of the zero balance error, however, would most likely requitiéferent
load cell.

Excitation Voltage

Zero Balance

Hysteresis|

Noise

Nonlinearity

Temperature Effect on Zer¢
Calibration Weight

Temperature Effect on Output

0 20 40 60 80 100
Percent Contribution to Uncertainty in Load Cell Ou
Figure 7-4. Pareto Chart for Load Cell Module

Because thoad cell outputincertaintyis multiplied by the amplifier gain, it is thargest
contributor to themplifier outputuncertainty as shown in Figure-3. Errors dug¢o amplifier

balance stability and temperature coefficient also have some effect on the amplifier output
uncertainty
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Load Cell Output]
Balance Stabilityf
Temperature Coefficiert
Gain Accuracy

Gain Noise

Gain Nonlinearity|

Gain Stability

0 20 40 60 80 100
Percent Contribution to Uncertainty in Amplifier Out|

Figure 7-5. Pareto Chart for Amplifier Module

As expectedthe amplifier outputincertaintyis the largest contributor to the dagjiimultimeter
outputuncertainty The accuracy of the digital multimeter also adds t@thput uncertainty

Amplifier Output
DC Voltmeter Accuracy

DC Voltmeter Digital Resolution

Repeatability Error

0 20 40 60 80 100
Percent Contribution to Uncertainty Multimeter Output

Figure 7-6. Pareto Chart for Digital Multimeter Module

7.10.1 Confidence Limits

The system output uncertainty and degrees of freedom aagebléo compute confidence limits
that are expected to contain the system output voltage with some specified confidence level or
probability,p. The confidence limits are expressed as

V2 My (7-19

where the multiplierta2n, is thet-statistic anda = 1- p.

For this analysis, let us assume that we want 95% confidence limitp 6.6.95). The
corresponding-statistic isto.o2se = 1.96 and the confidence limits are computed to be

4.859V° 1.9620.0878"or 4.859 V° 0.172\.
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CHAPTER 8: UNCERTAINTY ANALYSIS FOR
ALTERNATIVE CALIBRAT ION SCENARIOS

Calibrations are performed to obtain an estimate of the value or bias of selectetdentest

(UUT) attributes>* In general calibrations are not considered complete without statements of

the uncertainty in these estimates. Developing these statements requires that all relevant sources
of measurement error are identified and combined in a way that yields viable uncertainty
edimates.

Unfortunately, confusion regarding which error sources should be included and how they should

be combined often ests for calibration processes. Much of this confusion can be eliminated by

an examination of the objective of each UUT attrilagtkbration and a consideration of the
corresponding measurement configuration or #fis

In this chapter, the calibration of a UUT attribute is examined within the context of four
scenarios.

1. The measurement reference (refetnedeinasthe MTE) measures the value of
the UUT attribute.

2. The UUT measures the value of the MTE attribute.
3. The UUT and MTE attribute values are measured with a comparator.
4. The UUT and MTE both measure the value of an attribute of a common artifact.

Each scenarioyieldsambs er ved value, referred to as a 0 me
resulto and a description of measurement proc
information is summarized and then employed to obtain an uncertainty estimate in the aalibratio
result. Examples are given to illustrate concepts and procedures.

8.1 Calibration Scenarios Overview

The four calibration scenarios listed above are described in detail in the following sections. The
descriptions provide guidelines for developing utaiaty estimates relevant to each scenario.

The structure and content of each description is intended to provide a basis for developing
whatever mathematical customization is needed for specific measurement situations.

In each scenario, we have a measwaet denoted! The generaineasurement equatias
d=eyu, *8& (8-1)

whereeyutp is the true UUT attribute biaand ea is the calibration errorApplying the variance
operator to equation {8), the uncertainty ia'is

Uy =Var(@d) S/var@ur, &)

=, /var(eCaI ).

54 An attribute is a measurable characteristic, feature or aspect of an object or substance.
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8.1.1 Special Notation

The notation used in this chapter differs slightly from that used in other chapters and appendices
in this document. The subscripts and variables designators used in this chapter are summarized
in Table 81.

Table 81. Calibration Scenarios Notation

Notation | Description
e anindividual measurement processor,
such as repeatability, resolution error, et
e combined errors comprised of individual
measurement process errors
m measurement
b bias
cal calibration
true true value
n nominal value
X guantities relating to the UUT
y guantities relating to the MTE

This special notation is intended to provide a means of distinguishing between individual
measurement process errors and combined errors. For example, measurement error is

represented by the quantiy, the error in a calibration resistrepresentelly ea and the bias
in the UUT attribute is represented by the quarmityt .

8.1.2 Measurement Error Sources
Measurement process errors encountered in a given calibration scenario typicallyShclude

evwTep = bias in the measurement reference or MTE

€ep = repeatability or random error
&es = resolution error
€p = operator bias

Ether = Other measurement error, such as that due to environmental corrections,
ancillary equipment variations, response to adjustments, etc.

As discussed in Chapt2r the sum of the errors encountered during the measurement process
can be expressed as

em :eMTE,b errep eres %-p Q)t-fiw_e (8'3)

where equation () is the measurement error model.

55 Descriptions of these measurement process errors are given in Chapter 3.
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8.1.3 Calibration Error and Measurement Error

As previously discussed, thestdt of a calibration is taken to l@estimation of therue UUT
attributebias,evutp. The error in the calibration result is represented by the quaiityin all
four calibration scenarios, the uncertainty in the estimati@waf, is computeds the

uncertainty in&al.

For some calibration scenariasa is synonymous with the measurement egor However, in
other scenariosga and @, may nothave equivalengign or magnitude.

8.1.4 UUT Attribute Bias

For calibrations, it ismplicitly assumed that the UUT attribute of interest is assigned some
desi gn or fix olhetroeavalue oftha UUT attributeye, is the nominal value
plus the UUT attribute bias.

Xtrue = Xn +QJUT,b (8'4)

The difference betweenh e UUT at t r ixjdlanctidesrontinal vatse is thel UWE |
attribeture6s bi as

QJUT,b = Xre "% (8'5)

Note: Equation (84) does not represent the basic measurement equation
Xn = Xrue + @n. Rather, it is a statemeoit the relationship between the UUT

attributebés true value, its sttteed nominal
relationship between measurement error and the UUT attribute bias is
€én = - eUUT,b.

In some cases, the UUT is a passive item, suehgage block or weight, whose attribute of

interest is a simple characteristic like length or mass. In other cases, the UUT is an active device
such as a voltmeter or tape measure, whose attribute consists of a reading or other output like
voltage or mesured length. In the former case, the concepts of true value and nominal value are
straightforward. In the latter case, some comment is needed.

As stated earlier, the result of a calibration is considered to be an estimate of the quartity
Fromequation (84), if the UUT attribute has a nominal valkg estimatingkue is equivalent to
estimatingeuut,. Additionally,eyutpi s an Ai nherento property of
independent of its resolution, repeatability or other characteristendept on its application or

usage environment.

Accordingly, i f the UUTO6s nominal value consi
displayed output, the UUT bias must be taken to be the difference between the true value of the
guantity being meased and the value internally sensed by the UUT, with appropriate

environmental or other adjustments applied to correct this value to reference (calibration)
conditions.

For example, suppose the UUT is a steel yardstick whose length is a random vdtabiega
probability distributiorwith a standard deviation arising from variations in the manufacturing
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process. The UUT is used under specified nominal environmental conditions where repeatability,
resolution error, operator bias and other error sounagscome into play. In this case, the bias

of the yardstick is systematically present, regardless of whatever chance relationship may exist

bet ween the | ength of the measured object, th
the measuring enanment, the perspective of the operator, and so on.

8.1.5 MTE Attribute Bias

The value of the MTE attribute, which the value of the UUT attribute is compared against, has an
inherent deviatiomvtep from its nominal attribute valug or value stated in a calibration

cettificate or other document. The true value of the MTE attrigwieis the nominal value plus

the MTE attribute bias.

ytrue = yn _iQVITE, b (8'6)

Note: As with Equation (&), Equation (8) does not represent the basic
measurement equation = Xirue + Gn.

As with the UUT, the MTE may be a passive item, such as a gage block or weight or an active
device, such as a voltmeter or tape measure. In either case, it is important to beditiamin

evTeb IS an inherent property of the MTE attribute, exclusive of other errors such as MTE
resolution or the repeatability of the measurement process. The value of the MTE attribute may
vary with environmental deviations, but it can usually be adjusted orctedreo some reference

set of conditions.

8.2 Scenario 1: The MTE Measures the UUT Attribute Value

In this calibration scenario, the UUT is a passive device whose attribute provides no reading or
other metered output. Its output may consist of a geteralue, as in the case of a voltage
reference, or a fixed value, as in the case of a gage ¥lobkke measurement equation is

Y = Xe -'em (8-7)

wherey is the measurement result obtained with the M:&,is the true value of the Wr
attribute andanis the measurement error.

Substituting equation ¢8) into equation (&), the measurement equation can be written as
y=X +QJUT,b &m' (8'8)

The difference/ i x, is a measurement of the UUT attribute @asrp. This quantity is denoted
by the variabled and defined as

56 Cases wherthe MTE measures the value of a metered or other UUT attribute exhibiting a displayed value are covered later as
special instances of Scenario 4.
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a=y -x

ZQJUT,b *em (8'9)
ZQJUT,b -Iecal
where
6::al = rﬁ, :eMTE,b ei'ep res eo;-)'- eoth(j-r (8'10)

Since the UUT is a passive device, resolution error and operator bias arise exclusively from the

use of the MTE. Imaddition, the uncertainty due to repeatability is estimated from a random

sample of measurements taken with the MTE. However, variations in UUT attribute value may
contribute to this estimate. Random variations in UUT attribute value and random marcate

to other causes are not separable from random variations due to thef MBEsequentlyerep

must be taken to represent a fimeasurement pro
specific influence.

Given these considerations, theoersource®ep, €es andeop in equation (8L0) are

erep:e\/ITE.rep
€es = GMTE res (8'11)
eop:el\/ITEop
whereewterepr € pr esents the repeatability of the meac

subscript indicates that the uncertainty in the error will be estimated from a sample of
measurements taken by the MTE.

From equations (80) and (811), the error in the dération resultdis
Cal = eMTE,b +eMTE rep eMTE res ebITE op eo-t|r-1 (8'12)

and the uncertainty id/is

ucal = \l Var(ecal )
= JVar@ures) War@ue ) YarEume o) VB Eure op)  Va ECorer (8-13)

— 2 2 2
- \luMTE,b -IUMTE, rep l-'.'MTE res UE'I-VITE op uzc;l_her

The error sourcesther may arise from corrections ensuing from environmental factors, such as
thermal expansion. In this case, it may be necessary to correct measured values to those that
would be attained at some reference temperature, such &s 20

For example, let the UUdttribute be gage block length and the MTE attribute be the reading
obtained with a super micrometer. dfur.envand duteenvrepresent thermal expansion

57 As stated in Section 2.3, random variations in a measured quanetitpt sparable from random variatiodse other error
sources.
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corrections to the UUT and MTE attributesspectively, then the mean value of the
measurement sgife would be corrected by an amount equ#l to

Oonv= Green = Hren (8-14)
and the error in the environmental correctmbi would be written
Cher = Gy “BurEenv UUT env (8-15)
The error in the corrected calibration resiiltr = di dinvis
Ca = eMTE,b +eMTE rep eMTE res ebITE op el\?f'T,E env euOT € (8' 16)

and the uncertainty idkor is

ucal = \/ Var(ecal )
= Jvar(eMTE,b) -H/ar(a\/lTE, rep) Var(eMTE res) V'ar(eMTE op) V&r(eMTE env eUl-JT en (8_17)

= \/ uf/ITE,b -IuillTE, rep th2MTE res uz'ﬁ/lTE op UZM'TE env \ Ul env 2r e e dut env

where the correlation coefficientn accounts for any correlation betweaneenvandeuutenw

The correlation coefficient can range in value friothto +1. If the same temperature
measurement device (e.g., thermometer) is used to make both the UUT and MTE corrections,
then

Fenv=1 (8-18)

andequation (817) can be rewtien as

l"Ical = \/uf/ITE,b -H“I%\/ITE rep l.'u'ZMTE res ugk/\TE op uzldl_'l',E env Lf U_ljl_T env2 u M eUUT .env* (8-19)

8.3 Scenario 2 : The UUT Measures the MTE Attribute Value

In this scenario, the MTE is a passive device whose reference attribute provides no reading or
other metered output. Its output may consist géerated value, as in the case of a voltage
reference, or a fixed value, as in the case of a gage obke measurement equation is

X = Ytrue + En (8-20)

58 The form of this expression arises from the fact that thermal expansion of the gage block results in an inflated gage block
length, while thermal expansion of thecrometerresults in applying additional thimble adjustmentaaorow the gap between

the anvil and the spindle, resulting in a deflated measurement reading.

59 Cases where the UUT measures the value of a metered or other MTE attribute exhibiting a displayed value are covered later as
special instances of Scenario 4.
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wherex is the value measured by the UWe is the true value of the MTE attribute being
measured aneh is the measurement error. Substituting equatied) (Bto equation (&0), the
measurement equation can be written as

X=Yn+ euTeb + En. (8-21)

The differencei ynis a measurement tdie UUT attribute biasyutp. This calibration result is
denoted by the variabl¢ and defined by

a=x Y QATE,b ﬁ (8'22)

For this scenario, the measurement error model is

em :eUUT,b +erep Qes % %t-li{e (8'23)

whereeyurpis the UUT attribute bias. In this scenario, the MTE is a passive device. Therefore,
resolution error and operator bias arise exclusively from the use of the UUT. In addition, the
uncertainty due to repeatability is estimated from a random sampleastireenents taken with

the UUT. Consequently, the error souregs eresandeop in equation (83) are

erep = QJUT, rep
eres = QJUT, res (8'24)
eop = QJUT, op*
The AUUTO part of the subscript indicates tha

a sample of measurements taken by the UUT. The error ssueemay need to include mixed
contributions as described in Scenario 1.

Substituting equatits (8-23) and (824) into equation (82) and rearranging gives
a= &urp urer Bt rep &t res &7 op S (8'25)

As in scenario 1, equation-@) provides an expression that is separable into a measureiment
of the UUTattributebias,euut,, and a calibratioerror, ea, given by

d= QJUT,b + & (8'26)
where
ecal = eMTE,b +QJUT, rep %UT, res qu-UT op eofh( (8'27)

The uncertainty i, and thuseyutp is
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ucal = \/ Var(ecal )
= Jvar(eMTE,b) +Var( @JT, rep) JVar( Ulﬁ', res) Var( UU'pop) Va'r( other‘: (8_28)

— 2 2 2
_\/UMTE,b +uUUT,rep tl'UU'I', res ug'lJUT op uzo-tiﬁe'r

8.4  Scenario 3:The MTE and UUT Attribute Values are Compared

In this scenario, devicec al | ed a Acomparatoro is used to me
attribute value&® In keeping with the basic notation, the indicated value of the UUT attribute
is expressed as

X=Xue Curm (8-29)
and the indicated value of the MTattributey is expressed as

y = ytrue -EMTEm (8-30)
whereayutmis the measurement error involved in the use of the comparator to measure the UUT
attribute value anduremis the measurement error involved in the use of the comparator to
measure the MTE attribute value.
As discussed in Sections 8.1.4 and 8.1.5, for calibrations, the UUT attribute and MTE attribute
are assigned some daandygnrepectively.fiSulmstiiting aduaiionv al u e s
(8-4) into equation (&9) gives

X=% +QJUT,b &UUT,m- (8'31)

Similarly, substituting equation {8) into equation (&0) gives

Y=Y Qmep Curen (8-32)

The result of the comparison is a measuredadien ¢, which is expressed as

d=x -y
a (8-33)
=X W QJUT,b & b (ed[JT,m @ITT,—'_r)'
In most calibrations involving comparatoxs = y» and equation (83) become$?!
a= Qurb ~SwtED (+ 6UT, m MrE r) : (8'34)

As with the previous scenarios, equatiorB43 provides an expression that is separable into a
measurement/of the UUTattributebias,euutn, and a calibration errpea, given by

60 The MTE and UUT attributes may be measured sequentially or simultaneously, depending on the comparator device.

61 To accommodate cases whgwe xn, d= (X7 xn) T (yT yn). For example, consider a case where the MTE is a 2 cm gage block
and the UUT is 4 cm gage block. Suppose that the comparator readings for the MTE and UUT are 2.10 cm and 0.99 cm,
respectively. Theng=(0.99- 1.0)7 (2.10- 2.0) =- 0.110 cm. The corrected value for the UUT attributeis x + d = 1.0

cm+ ¢ 0.110) cm = 0.89 cm.
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d=&ur, *+& (8-35)
where

Ca = ( &rm - v rr) €vrer (8'36)
The measurement error model &rem is
eMTE,m = ec b +eMTE rep eMTE res e'IIIITE op eId-'l,'E ott (8_37)

wheree;, represent the bias of the comparator. Similarly, the measurement error model for
&uTmiS

QJUT,m = ec,b -|eJUT, rep &JUT, res E:iJ-UT op QJ-'GT othe (8'38)
Substituting equations {87) and (838) into equation (&6), &al is

Cal = (eJUT,rep _eMTE rep) (+eUUT res eMTE rel ( ebU,T op eM'_[E );

(8-39)
+ (QJUT,other _eMTE 0the> eMTE b

The uncertainty indis

ucal = \Ivar(ecal )
= Var(QJUT,rep ) QVITE rep) War(%uf res eMTE res) V'B_I’( eUU,T op eMTE Og (8-40)
+Var(eJUT,other _eMTE other) \i‘ar( el\7ITE b)'

Accounting for possible correlations betwesoT op andemte,opand betweeruur otherand
ewTe,othes the uncertainty i/can be expressed as

2

2 2
_ uMTE, rep + uUUT, rep +uMTE res tuzUUT res u?'-MT,E op uz['J-UT op (8 41)
(. -
27 Uy U P #f

op ' MTE, op~" UUT, op MTE other UUT other 2-f othérl MTE otth!r!UT other l‘i/ﬁl-E,b

8.5 Scenario 4:The MTE and UUT Measure a Common Artifact

In this scenario, both the MTE and UUT measure the attribute value of a common artifact. The
measurements by the MTE and UUT are made and recorded separatayample of this

scenario is the calibration of a thermometer (UUT) using a temperature reference (MTE), where
boththeUUT and MTE are placed in an oven.

Denoting the true value of the artifactsheUUT measurement equation is
Xx=T Qurm (8-42)
wheregutmi S t he measurement process error for
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Similarly, theMTE measurement equation is
y=T € (8-43)

wherearremi S t he measur ement process error for

The difference between the measurement resliksexpressed as

d=x -y
_ (8-44)
=&urm " e
The measurement error model ®uTmis
QJUT,m = eUUT, b +QJUT, rep QJUT, res Q!IUT op QJtT othe (8'45)
and the measurement error modeld@tem is
eMTE,m = eMTE b -IeMTE rep eMTE res ekATE op eldl_TE otr* (8-46)

Substituting equations {85) and (846) into equation (814), provides an expression that is
separable inta measurement/of the UUTattributebias,eyut,p, and a calibration errpg.a,
given by

da= e.JUT,b + & (8'47)
where
€a = eMTE,b ('E.JUT, rep eli/lTE re;) ( %_UT res eMT'E re)s

(8-48)
+ (QJUT,op 'Q\ATE op) (+eJUT, other Q\/ITE othe)r'

As in scenario 3, the uncertaintydfis

l"lcal = \f Var(ecal )
Var(_ eMTE,b) +Var(QJUT, rep QVITE rep) Vﬂr(QJUT res er\ZTE reg (8-49)
+ Var(QJUT,op -Gute op) \*ar(%ur other  SuTE othe -

Accounting for possible correlations betwesoT op andemte,opand betweeruur otherand
ewTe,othes the uncertainty i/can be expressed as

2 2 2 2
_ uMTE,b + uMTE, rep -H"'UUT, rep th‘MTE res UT res uz-l\tl-'IZE op u? Uw-T op
cal — (8—50)

-2r opuMTE opuUUT, op +UZMTE other tt'ZUU,T other 2-r othdd MTE athuT other
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8.5.1 Special Cases for Scenario 4

There are two special cases of Scenario 4 that may be thought of as variations of Scandrios 1
2. Both cases are accommodated by the Scenario 4 definitions and expassionsly
developed

Case 1: The MTE measures the UUT and both the MTE and UUT provide a metered or

other displayed output.

In this case, the common artifactisthe UJT t r i but e, consisting of a
the UUT. An example would be a UUT voltage source whose output is indicated by a digital
display and is measured using an MTE voltmeter.

Case 2: The UUT measures the MTE and both the MTE and UUT provide metered or

other displayed output.

Il n this case, the common artifact is the MTE
the MTE. An example would be an MTE voltage source whose output is indicated by a digital
display and is measured using @ Uvoltmeter.

8.6  Uncertainty Analysis Examples

Four scenarios have been discussed that yield expressions for calibration uncertainty. In all
scenarios, the calibration result is expressed as

d=eu, 6

and the calibration uncertainty is

ucal = \/ Var(ecal ) '

Uncertainty analysis examples for the four calibration scenarios are provided in the following
subsections.

8.6.1 Scenario 1:The MTE Measures the UUT Attribute Value

In this scenario, the measurement resultasy i x, and &al is expressed in equation-12). The
example for this scenario consists of calibrating a 30 gm mass with a precision balaace.
uncertainty in the locairavity is considered to beegligble in thismeasurement process

Multiple measurements of the UUT mase taken and the sample statistics are computed to be

Sample Mean 30.000047 gm

Standard Deviation = 1.15% 10°gm
Uncertainty in the Meamr 6.643 10° gm
Sample Size =3

The measurement resultds = (30.000047 30) gm = 4.7 10° gm. However, he
measurements are not taken in a vacuum, so the buoyancy of displaced air can introduce
measurement errofThe balance is calibrated with calibration weights aittensity of

rwt = 8.0 gm/cm. The air buoyancy correction is
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o - (l_ rair/ 6:/1)
yCOIT = y 3
(1' T air / GUT)

where y is the sample mean, is the local air density and,ur is the density of the UUT

mass. For this analysis, we will assume that= 1.23 103 gm/cn? andryur = 8.4 gm/cm.
The corrected sample mean is computed to be

,(1- 0.0012/8.9
(1- 0.0012/8.3

V.., =30.000047 gm

- 0.0001
=30.000047 gm (1- 00001
(1- 0.00012
=30.000047 gm30'99985 =30.000047 gm 30.99¢
0.99986

=29.99975gm

and the corrected calibration resultds, =(29.99975 30) gm =i 2.53 10“gm.

In the mass calibration scenario, the following measurement process errors must be considered:

1 Biasof the precision balanceyre b

1 Repeatabilitygvre,rep

1 Error due to the digital resolution of the balarseeg res

1 Environmental fators error resulting from th@uoyancy correctiorgen.

The error ind

corr

E::al eMTEb +el\/ITE rep eMTE res egn

where
env eJUT env :q ?ai, -§ %UT

ande, ande, are the errors in the air and UUT densities, respectivitg coefficients:
andc; are sensitivity coefficients that determine the relative contributioheoérrorse, ~ and

e to the total erroeenv The uncertainty ing,

rouT corr

U Var( cal)
:Jvar<%E,b> WalCGyre o) VaIGre ) VEIER, G )
=\/quTE,b -HJi/ITE. rep MTE res ng'f 92 Gut 2¢Y ety U -
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The correlation coefficientenvaccounts for any correlation between ande, . The

correlation coefficient can range in value frorh to +1. In this analysis, the error in the air
density is considered to be uncorrelated to the error in the density of the UUT mass. Therefore,
renv= 0 and the uncertaintya can be expreed as

l"Ical = \/uﬁ/ITE,b +uﬁ/ITE rep l:lizMTE res (iaH')zair éﬂzm

N 2 > 2 2
- uMTE,b -luMTE rep tl'MTE res q—l’}ai, Q-IUGUT

The sensitivity coefficients amomputed to b

_ Weor _ M é,y Y I I R L
w8 U ) d AR w )

— y 3(\? 1- rair/ { 19

_1' Fa | Gur g ulr (1 - arll UUT’) _wt g’

_ 30.000047gm _& 1 0.0012/8.0 1

T1-0.0012/8.4 & 8.4gm/icmy 1-0.0012/3.4 g/cn?

:%msgo.ngcrﬁ /gm -0.125ch /gng = 0.18¢én

— uycorr _ M é— 31 _rair/ fu
W yur HOur e (1 -a(r‘/ uuf)

— _y {air 31_ L / wl
2 2
oot (1' T air / GUT)

20.000047gm 99022 ¢y jgm st 0.0012/8.0
(8.4) (1- 0.0012/8)

30.000047gm 30.0000LmM’ / gm? 0.99985 _ 51 ' cm
0.99971

3“ g _a{/ er
ok’ (lé air_/rUUT) /

C,

> (D
[N el o

The distributions, limits, confidence levels and standard uncertainties for each error source are
summarized in Tablg-2.

62 Guidance on the development of multivariate error models is provided in Chapter 6.
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Table 8-2. Summary of Scenario 1 Uncertainty Estimates

Confidence
Error Level Error Deg. of |Analysis Standard

Error Limits (%) Distribution | Freedom | Type Uncertainty
EMmTE,b °0.12 gm 95.00 Normal Infinite B 6.123 102gm
Erep Stude 2 A 6.643 10°gm
Eres ° 0.005 gm 100.00 Uniform Infinite B 2.93 103gm
€. ° 3.63 10° gm/cn? 95.00 Normal Infinite B 1.843 10° gm/cn?
oot ° 0.15 gm/cri 95.00 Normal Infinite B 0.077 gm/crh

Using the data in Tabi@2, the uncertainty ird,

formula.

corr

is computed to be

cal

+( 51 20 ®o7f

=3.75 10° +4.41 a3

8.41 1®

14 168

=3.75 10° gm=6.122 16 gm.

The effective degrees of freedom for uca can be estimated using the WelBhtterthwaite

(6.122 10?)" { 6.64 310)" (429 19)° ( -0.18 182 I o
gm

1.54 20 3gm

4
Nt = Ucal
e 4 4 4 4.4 4 4
UMTE, b + l"MTE,rep _I_UMTE, res Elufair CZ_U Out
Mtesb MTErep  KTETes  r /7 out
4
- Ucal
4 4 4 4 4 4
UMTEb , UMTErep  UmTEres Gl QYqur
o] 2 o] o] o]
4
=2 3 Ucal
- 4
uMTE, rep

Therefore, the degrees of freedanecomputed to be

(6.123 102)4

Nets =2 3

(6.643 106 )4

2 (9.92 163)4 2 202318

Theresults for the calibratioof the 30gm UUT massrereported as

d

X, = 30gm

corr

i 2.53 10*gm
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Ucal = 6.133% 102 gm, infinite degrees of freedom.

8.6.2 Scenario 2: The UUT Measures the MTE Attribute Value

In this scenario, the measurement result#x1 y, and &al is expressed in equation-£8). The
example for this scenario consists of calibrating an analog micrometer with a 10 mm gage block
reference. Multiple readings of the 10 mm gage block length are taken with the micrometer
under laboratory environmental conditions of 24° 1 C. The sample statistics are computed

to be

Sample Mean = 9.999 mm
Standard Deviation = 21.7mm
Uncertainty in Mean=7.7nm
Sample Size = 8

The measurement resultds = (9.999i 10) mm =i 1 nm. However, both the micrometer
reading and the gage block length must be correct2d t6 standard reference temperatuhe.
this example, the gage block steel has a coefficient of thermal expansigreef 11.53 10
6/C and the micrometer has a coefficient of thermal expansiaowf= 5.63 10% "C. For the
purposes of this analysis, the uncertaintiesuie and avut are assumed to be negligible.

The net effect of thermal expansion on the measurement gésalt
a;nv = g:JT, env l\gE en

where E{JUT,enV and E’MTE’EW represent thermal expansion of the micrometer and gage block

dimensionsrespectively. The net length expansion is computed from the teatpee difference
DT, the average measured lengththe coefficient of thermal expansion for the gage blagk
and the coefficient of thermal expansion for the micromagef.

5Ienv: D X (3@UT I#I'E)
=4 C 9.999mm ( 5.6 1i)5 18 /
=- 2.36 310 mm = -0.236m

The corrected calibration resulf, . is computed to be

o= 0¥

= {1 8.239e n
=-124 m

In the micrometer calibration scenario, the following measurement process errors must be taken
into account:

1 Bias in the value of the 10 mm gage block lengthe b
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1 Error associated with the repeat measurements tak@fep.
1 Error associated with the analog resolution of the micrometer es

1 Bias resulting from theperatod s us e of t measummithe gagerlgak e r t
€uuT,op

T Environmental factors error resulting from the thermal expansion correesiqn,

The error ind

corr

ezzal = eMTE,b +eJUT, rep ﬂ:JU'I', res E‘1'J-UT op ee-ﬂ|
where

en=6r Xayr Am) Gren

andcor is the sensitivity coefficient argbr is the error due to the environmental temperature
variation.

The uncertainty ind,

corr

u Var( cal )

i \/\'ar(%ﬂb) W Gur ) ¥a(Qure) VB( Quro) B val )
= \/ ul?/ITE,b +uL21UT, rep l-'lthUT, res U%UT op é% T

The distributions, limits, confidence levels and standard uncertainties for each error source are
summarized in Tablg-3.

Table 83. Summary of Scenario 2 Uncertainty Estimates

Error Conf. Degrees Standard

Error Limits Level Error of Analysis | Uncertainty Sensitivity
Source (nm) (%) | Distribution | Freedom| Type (mm) Coefficient
ewrep |+ 0.18,-0.13nmm| 90.00 | Lognormal | Infinite B 0.09mMm 1
€uUT,rep Stude 7 A 7.7mm 1

€UUT res ° 5.0mm 95.00 Normal Infinite B 2.6nm 1
€uuT,0p ° 5.0mm 95.00 Normal Infinite B 2.6mm 1

eor °1¢C 95.00 Normal Infinite B 051 C |-5.210°mm/C

Using the data in Tabl&-3, the uncertainty imkor is

:\/’”(0.09)2 79" ¢2.9° (=F ( +59 103 0FE n
=/0.0081 +59.29 +6.76 €.76 8.0089m
7282 m=8. 53 e¢m
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